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Based on Dana's profile, her 
comfort should be more 

empathetic and soothing.

Dana: (Standing Surprised) 
Wait, what? ...

Brooke: (Standing Depressed) 
Remember what I mentioned to Alex 
about being hurt by his words?
Dana: (Standing Thinking) Wait, what?
Brooke: He said that I was always 
overreacting. It really hurt me.
Dana: Maybe we should all lay it out.

“Wait, what?” should reflect 
Dana’s puzzled or surprised 

emotions instead of thinking.

Scene #1: 
The Quarrel

Alex is a 32-year-old 
architect, pragmatic 
and stubborn.
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Dana is a 34-year-old 
therapist, empathetic 
and patient.
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Figure 1: Workflow of our film production system FilmAgent. Given a 3D environment and a story idea, the director first creates
potential character profiles, and converts the idea into a scene outline. Next, actors, the screenwriter and the director collaborate
to develop the dialogue and choreograph movements. Then multiple cinematographers design and discuss the camera setups
for each line, with director making final decisions. Finally, the film is shot within our constructed 3D environment.
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Abstract
Virtual film production requires intricate decision-making pro-
cesses, including scriptwriting, virtual cinematography, and pre-
cise actor positioning and actions. Remarkable progress in auto-
mated decision-making have utilized agent societies powered by
large language models (LLMs). This paper introduces FilmAgent,
a novel LLM-based multi-agent collaborative framework designed
to automate and streamline the film production process. FilmA-
gent simulates key crew roles—directors, screenwriters, actors, and
cinematographers—within a sandbox environment, integrating effi-
cient human workflows. The process is divided into three stages:
planning, scriptwriting, and cinematography. Each stage engages
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a team of film crews providing iterative feedback, thus verifying
intermediate results and reducing errors. Our evaluation of gen-
erated videos reveals that collaborative FilmAgent significantly
outperforms individual efforts in line consistency, script coherence,
character actions, and camera settings. Further analysis highlights
the importance of feedback and verification in reducing hallucina-
tions, enhancing script quality, and improving camera choices. We
hope that this project lays the groundwork and shows the potential
of integrating LLMs into creative multimedia tasks1.

CCS Concepts
• Information systems→Multimedia content creation.
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1 Introduction
Virtual film production requires a disciplined approach to directing,
camera placement and actor positioning [He et al. 2023]. Films
are produced through the dialogues spoken by the characters, the
screenplays that outline the story, and the guidance given by direc-
tors [Jiang et al. 2020, 2024]. Therefore, filmmaking is fundamentally
a communication-driven collaborative task, motivating our design
of a multi-agent system based on large language models (LLMs).
Multiple agents can work together and accomplish more complex
tasks than a single agent can, showing the emergence of collective
intelligence [Du et al. 2023; Guo et al. 2024; Xu et al. 2023].

Inspired by these developments, we propose FilmAgent, the first
LLM-based multi-agent collaborative framework to automate vir-
tual film production. In this framework, LLM-based agents fulfill
various film crew roles such as directors, screenwriters, actors, and
cinematographers. As shown in Figure 1, the collaborative pro-
cess emulates the human workflow and divides the process into
planning, scriptwriting, and cinematography. In the planning stage,
the director starts with a story idea and develops character pro-
files, expanding it into a detailed scene outline that specifies the
where, what, and who of each segment. During scriptwriting, the
director, screenwriter, and actors collaborate on dialogue develop-
ment and choreograph movements. In the cinematography stage,
the cinematographers and director design camera setups, choos-
ing between static and dynamic shots to effectively convey the
narrative visually. To facilitate virtual production, we have meticu-
lously built a 3D environment, including 15 locations, 21 actions,
65 designated actor positions, 272 static and dynamic shots, and
speech audio generation. In addition, we propose two multi-agent
collaboration algorithms, Critique-Correct-Verify and Debate-Judge,
used in scriptwriting and cinematography stages respectively.

1For more information, including open-source Unity environment, codes and videos,
please visit our project page at https://filmagent.github.io/.

Human evaluations of the generated videos validate the effec-
tiveness of our framework. The results show that the collaborative
FilmAgent significantly outperforms single-agent efforts across
four aspects: plot coherence, alignment between dialogue and actor
profiles, appropriateness of camera setting, and accuracy of actor
actions. Further preference analysis underscores the importance
of feedback and verification in correcting inaccuracies, enhancing
plot coherence and improving camera choices. This project lays the
groundwork for automated virtual film production, showing the
potential of collaborative AI agents in this creative domain.

In summary, our main contributions are as follows:
• We introduce FilmAgent, the first LLM-based multi-agent
collaborative framework for automating virtual film produc-
tion, with a well-crafted 3D environment.

• We incorporate two collaboration strategies within the work-
flow, which substantially reduces hallucinations and en-
hances the quality of scripts and camera settings.

• Extensive human evaluations validate FilmAgent, indicating
LLM-based multi-agent collaboration as a promising avenue
for automating virtual film production.

2 FilmAgent
2.1 Overview
FilmAgent is an LLM-based multi-agent framework for automated
virtual film production in a sandbox environment2. The whole pro-
cess is illustrated in Figure 1. Clear role specialization allows for
the breakdown of complex work into smaller and more specific
tasks [Hong et al. 2024; Li et al. 2023]. In FilmAgent, we define four
main characters: Director, Screenwriter, Actor and Cinematog-
rapher. Each of these roles carries its own set of responsibilities.

TheDirector initiates and oversees the entire filmmaking project.
This role includes setting character profiles, planning video out-
lines, providing feedback on the script, engaging in discussions with
crewmembers, and making final decisions when conflicts arise. The
Screenwriter’s responsibilities go beyond writing dialogue; they
also specify the positioning and actions for each line, and contin-
uously update the script to ensure it is coherent, captivating, and
well-structured, based on the Director’s critiques. Actors are re-
sponsible for making minor adjustments to their lines based on
their profiles, ensuring the dialogue aligns with the characters, and
communicating necessary changes to the Director. Cinematogra-
phers select the camera settings for each line according to shot
usage guidelines, collaborate with peers to compare and discuss
these choices, and ensure the appropriateness of camera settings.

2.2 Agent Collaboration Strategies
In this section, we introduce two collaboration strategies employed
in this work, including Critique-Correct-Verify and Debate-Judge.
The pseudo codes are in supplementary materials.

Critique-Correct-Verify Collaboration. This strategy involves two
agents working collaboratively. First, the Action agent P generates
a response R based on the given context C and instruction I. Next,
the Critique agent Q reviews the response R and writes critiques F
highlighting potential areas for improvement. The Action agent P
2An introduction of our constructed 3D environment is in supplementary materials.
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then integrates the critiques and corrects the response. Finally, the
Critique agent Q evaluates the updated response R to determine
whether the critiques F have been adequately addressed or if further
iterations are necessary.

Debate-Judge Collaboration. The Debate-Judge strategy involves
multiple agents who propose their responses and then engage in
a debate to persuade each other. A third-party agent ultimately
concludes the discussion and delivers the final judgment. During
each iteration, two peer agents P and Q independently generate
their responses and then critique each other’s work. Based on the
critiques received, each agent may revise their response or maintain
the original. After several rounds of debate, the Judgment agent J
synthesizes the discussion and formulates the final judgment R.

2.3 Workflow
In Figure 1, we divide the virtual film production process into three
sequential stages: planning, scriptwriting and cinematography.

In the planning stage, from a brief story idea, the director gen-
erates various character profiles that could be relevant to the story.
The profiles include key attributes such as gender, occupation, and
personality traits. Using these profiles and a set of 15 locations in
our 3D environment, the director expands the story idea into a
detailed scene outline, specifying the where, what, and who of each
segment.

Scriptwriting involves three key roles: the screenwriter, the
director and the actors. The scriptwriting stage can be divided into
three parts: (1) Initial Draft: The screenwriter drafts the initial script,
including character positioning, dialogue, and actions. (2) Director-
Screenwriter Discussion: The director and screenwriter engage in
a Critique-Correct-Verify process. The director (the Critique agent
Q) thoroughly reviews the script and provides critiques on the
plot coherence and the appropriateness of character actions. The
screenwriter (the Action agent P) then revises the script based on
the director’s critiques. The director verifies the updated script to
determine if further adjustments are needed. (3) Actor-Director-
Screenwriter Discussion: Actors provide feedback based on their
understanding of characters to ensure consistency between the
script and character profiles. The director filters and aggregates
this feedback, then, in collaboration with the screenwriter, employs
the same Critique-Correct-Verify cycle to refine the script.

Cinematography involves a collaborative process among two
peer cinematographers and the director in theDebate-Judgemanner
to ensure diverse and appropriate camera choices. The two cine-
matographers (agents P and Q) independently assign their camera
choices to each line of the script. They then engage in a debate to
address any discrepancies in their choices, refining their decisions
as the discussion progresses. After several rounds of debate and
revision, the director (the Judgment agent J) summarizes the debate
process, synthesizes the final choices from both cinematographers,
and ultimately determines the camera decisions.

After these stages, we can simulate the entire script within the
constructed 3D environment and begin filming. Each line in the
script is specified with the positions of the actors, their actions, and
the chosen camera shots. The duration of each line in the video is
determined by the length of the corresponding speech audio.

Table 1: Comparison of baselines using human annotations
for actor actions, overall plot coherence, script alignment
with actor profiles, and appropriateness of camera settings.
The evaluation metric for Action is accuracy (0-1), while the
others use a 5-point Likert scale (1-5).

Action Plot Profile Camera

CoT 0.62 1.33 3.26 1.67
FilmAgent (Solo) 0.80 1.87 4.20 2.07
FilmAgent (Group) 0.88 3.53 4.44 3.53
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Figure 2: Compared with the original version, the win, tie,
and lose rates of the updated script and camera choices after
multi-agent collaboration.

3 Experiments
3.1 Experimental Setup

Data. We manually brainstorm 15 story ideas that can be imple-
mented in the locations and action spaces within our constructed
3D environment, such as “a quarrel and breakup scene”, “late night
brainstorming for a startup” and “casual meet-up with an old friend”.

Evaluation Scheme. We evaluate the videos across four key as-
pects: the appropriateness of camera settings, the alignment of the
script with actor profiles, the accuracy of actor actions, and the
overall plot coherence. For the action aspect, we randomly select
50 actions from the generated scripts and annotate their accuracy.
We use a 5-point Likert scale to assess the remaining three aspects.

Baselines. Following the experimental setup of AgentVerse [Chen
et al. 2024], to validate the superiority of FilmAgent in facilitating
agent collaboration over standalone agents, we compare it against
these baselines: (1) Chain-of-Thought (CoT): A single agent gen-
erates the chain-of-thought rationale and the complete script. (2)
Solo: A single agent is responsible for planning, scriptwriting, and
cinematography, representing our FilmAgent framework without
multi-agent collaboration algorithms. (3) Group, i.e. the full Fil-
mAgent framework, utilizing multi-agent collaboration.

3.2 Results
From the results in Table 1, agents configured using FilmAgent
(both Solo and Group) consistently outperform the standalone CoT
agent. This shows the efficacy of decomposing complex tasks into
manageable sub-tasks. We find that the CoT agent struggles with
generating accurate camera selections, and often suggests actor
movements outside of the action space, leading to low camera
and action scores. Comparative analysis between the Solo and
Group configurations highlights the benefits of the multi-agent
framework. FilmAgent facilitates iterative feedback and revisions
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Table 2: Comparisons of the scripts and camera settings before (left) and after (right) multi-agent collaboration, with excerpts
from their discussion process. Case #1 is from the Critique-Correct-Verify method in Scriptwriting #2. Case #2 is from the
Debate-Judge method in Cinematography.

Case #1

Scene #1 (Roadside)
Emma: I’d love that. Where should we meet?
Alex: (Standing suggest) There’s a cafe just around the corner from
here. How about tomorrow at 3?
Emma: (Standing happy) Perfect! See you tomorrow.
Scene #2 (Alex’s living room)
Alex: (Standing greeting) Welcome to my humble abode! Make your-
self comfortable.

Scene #1 (Roadside)
Emma: I’d love that. Where should we meet?
Alex: (Standing thinking) How about at my place? Tomorrow at 3?
Emma: (Standing happy) Perfect! See you tomorrow.
Scene #2 (Alex’s living room)
Alex: (Standing greeting) Welcome to my humble abode! Make your-
self comfortable.

Critiques from the Director: For the reasonableness of actions, {"dialogue": "There’s a cafe . . . ?", "currect_action": "Standing suggest",
"suggested_revision": "Standing thinking"}. For the fluency of the script, the dialogue in Scene 1 mentions meeting up in cafe, but Scene 2
shows them at Alex’s house instead. Consider changing Alex’s dialogue to mention catching up at his place to make Scene 2 more natural.

Case #2
The selected shots for the last line in Case #1. Debate from one Cinematographer: Tracking Shot is not applicable as Alex is not
moving, violating the guideline of Tracking Shot usage. Instead, the Medium Shot correctly shows Alex’s body language.

through collaboration, leading to significant improvements in all
aspects, especially in plot coherence and camera settings.

3.3 Preference Analysis
To further analyze the effectiveness of multi-agent collaboration,
we compare 15 scripts before and after Critique-Correct-Verify, i.e.
Director-Screenwriter Discussion (denoted as Scriptwriting #2) and
Actor-Director-Screenwriter Discussion (denoted as Scriptwriting
#3), and 50 randomly-selected modifications on the camera choices
before and after Debate-Judge in the Cinematography Stage.

The results, shown in Figure 2 as the winning rates of revised
scripts, indicate a clear preference by human evaluators for the
revised scripts over the original versions. This demonstrates the ef-
fectiveness of iterative feedback and verification. For Scriptwriting
#2, as illustrated by Case #1 in Table 2, the Director-Screenwriter dis-
cussion reduces hallucinations in non-existent actions (e.g., standing
suggest), enhances plot coherence, and ensures consistency across
scenes. For Cinematography, Case #2 shows the correction of an in-
appropriate dynamic shot, which is replaced with a medium shot to
better convey body language. Additionally, multi-agent collabora-
tion improves line consistency with character profiles and increases
the diversity of camera choices3.

4 Conclusion
We present FilmAgent, an LLM-based multi-agent framework that
automates virtual film production. This framework features a metic-
ulously crafted 3D environment, simulates efficient human work-
flows, and employs multi-agent collaboration strategies. Human
evaluations show the effectiveness of FilmAgent, showing that it

3Examples of Scriptwriting #3 and Cinematography are in supplementary materials.

significantly enhances script quality and improves camera selec-
tion. These results highlight the potential of FilmAgent to advance
virtual film production through multi-agent collaboration.
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