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Conversational search for image and video with
augmented labelling

Abstract

The rapid growth of media archives—including text, speech, video, and au-
dio—has driven strong interest in developing advanced search methods for mul-
timedia content. In particular, conversational search has emerged as a promising
approach, where users engage in a dialogue with an Al agent to support and enhance
their search activities. While most existing systems focus on text-based archives,
this research extends conversational search methods to image and video retrieval.

Our approach involves developing an experimental framework to explore how
conversational engagement can improve multimedia search. We introduce a proto-
type system that combines dialogue-based interaction with state-of-the-art visual
indexing techniques. While multimedia information retrieval (MIR) has long been
studied through conventional user-driven interfaces, the integration of conversational
agents introduces a new layer of interactivity. The agent aims to assist users by sug-
gesting relevant content and helping to filter out irrelevant results.

Effective dialogue in this context requires the agent to demonstrate an under-
standing of the content and its relevance to the user’s needs. Although MIR tech-
niques have advanced significantly, little attention has been paid to how retrieved
content is represented and communicated during the search process. Our system ad-
dresses this gap by incorporating object detection to highlight key visual features,
enhancing both the accuracy and contextual relevance of search results.

To evaluate the framework, we conducted three user studies focused on the effec-
tiveness of conversational engagement in multimedia search. These studies examined
how Al-driven dialogue affects users’ ability to retrieve relevant image and video con-
tent and improves the overall search experience. Results indicate that conversational
interaction not only refines retrieval accuracy but also increases user satisfaction by

creating a more intuitive and responsive search environment.

13



Chapter 1

Introduction

The growth of multimedia archives has led to significant interest in developing search
methods to enable the location of content of interest within these archives. An
ongoing challenge of multimedia search is the specification of search queries and
interaction with the retrieved content. In parallel with work in multimedia search,
recent years have seen increasing interest in conversational search in which the user
engages in a dialogue with an AT agent that supports their search activities [57] [17]
[25] [48]. Conversational search seeks to enable users to find useful content more
easily and reliably than traditional user-driven search interaction frameworks.

The term “conversational” in this research refers to systems that enable users
to interact through natural language dialogue, mimicking human-like conversation
to support task-oriented goals. In the context of search, a conversational interface
allows users to iteratively refine their queries, receive system feedback, and explore
results through a back-and-forth exchange. Unlike traditional search interfaces that
rely on static keyword input, conversational systems are dynamic and context-aware,
adapting to the user’s intent as it evolves throughout the interaction.

Within this broad field, conversational search (CS) refers specifically to the use of
dialogue-based interactions to support information retrieval. Traditional CS appli-
cations have focused primarily on text-based search assistance, helping users refine
or reformulate their queries through conversation. However, recent advances have

extended this paradigm to multimodal search, where the dialogue guides users not

14
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only through text, but also through visual content such as images and videos.

This research is situated within this expanding space, investigating how Al-
driven conversational agents can assist users in searching image and video archives.
While conversational search for text has seen substantial development, there remains
a notable gap in conversational frameworks designed for video search. This thesis
addresses that gap by proposing a novel, multimodal conversational framework that
supports interactive search across visual media — with particular emphasis on object

detection, query reformulation, and dialogue-driven relevance feedback.

The main research focus for this PhD project is the investigation of how user
experience in multimedia search might be enhanced by using a dialogue-based search
framework. This will include consideration of how a conversational search agent
might be integrated into a multimedia search system, including, for example, the

creation of clarification questions and query rewriting.

Another key research focus is the investigation of the potential benefits of aug-
mented reality (AR) features within the conversational search interface — specifi-
cally, the integration of augmented labels generated through object detection and
contextual textual annotations. These visual and semantic overlays are embedded
directly into the search interface, enriching the dialogue with information derived

from the visual content itself.

By identifying and labelling objects within images, the system introduces an
additional layer of interactivity and meaning to the search process. Users are not
limited to text queries alone but can now engage with visual elements, selecting
or referencing detected objects as part of the conversational flow. This integration
enables a more intuitive search experience, where image content is no longer passive

but actively shapes the direction and refinement of the dialogue.

Through this approach, the research aims to explore how the fusion of visual un-
derstanding and conversational interaction — supported by AR-style augmentation

— can improve search clarity and user engagement in both image retrieval contexts.

15
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1.1 Research Questions

This section focuses on investigating conversational engagement in multimedia search

through a series of research questions.

1.1.1 RQ1: User experience in conversational MIR: How
does user experience in MIR compare between a stan-
dard MIR system and an equivalent one integrating a

conversational search agent?

This RQ focuses on exploring different aspects of the user experience using effective

MIR systems. This research question contains several subquestions:

1. How can the multimodal conversational search system could be compared with

a conventional search system?

2. What aspects of using multimodal features in a search dialogue can be used

effectively in multimedia information retrieval?

1.1.2 RQ2: Can clarifying questions be used effectively to
resolve ambiguity and improve search effectiveness in

conversational MIR?

Clarification question is a query, textual or multimodal, issued by the search system
to resolve ambiguity, refine the user’s intent, or gather additional information to
improve the accuracy and relevance of the search results [106]. RQ2 includes the

following subquestions:

1. What are the opportunities and challenges for embedding clarifying questions

into the conversational MIR framework?

2. Can multimodal clarification features advantage affect the user’s search result

preference and the user’s perceived workload?

16
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1.1.3 RQ3: Can augmenting media views with text object
labels be used to improve the conversational search

process in MIR?

RQ3 consists of the following subquestions:

1. Can augmented reality highlighted objects or textual labels in the search re-

sults make the user experience more convenient and efficient?

2. Which multimedia representation factors are important for a better user ex-

perience?

The next chapter introduces the state-of-the-art methods and findings of con-

versational search and multimedia information retrieval.

17



Chapter 2

Literature review

This chapter provides an overview of current multimedia information retrieval (MIR)
methods, including techniques for image and video retrieval. It also introduces
conversational search (CS) and explores various search interfaces, focusing on aspects
such as user engagement, learning, and knowledge acquisition. Additionally, the
chapter discusses the challenges of measuring learning and knowledge, along with
methodologies to address these challenges. Finally, it provides an overview of query

construction and refinement methods.

2.1  Multimedia information retrieval

Research in multimedia search encompasses a broad range of activities aimed at im-
proving the retrieval of both static images and dynamic video content. The primary
focus has been on advancing semantic analysis techniques to better understand and
interpret the content. This includes the development of robust algorithms for object
recognition, enabling systems to identify and classify objects within images with
higher accuracy and contextual relevance. These advancements not only enhance
the precision of retrieval systems but also play a critical role in bridging the se-
mantic gap—the disparity between the visual data in multimedia content and its
human-understood meaning. Together, these efforts form a foundational component

of multimedia search, supporting more intuitive and effective ways for users to access

18
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and interact with visual information.

2.1.1 Image search

The key challenge in image retrieval is the development of feature extraction meth-
ods. These seek to provide information regarding the objects contained in images.
After feature extraction, these can be used for different purposes: to compare fea-
ture sets from different images or to create a text label set for the image, which can
be used in text search processes [72]. In this research, we plan to use both. Image-
to-text transformation enables the use of textual queries for retrieving images and
videos. Additionally, comparing feature extraction methods is crucial when using
images as queries in multimedia search. Staying up to date with the latest state-
of-the-art techniques in multimedia information extraction and text generation is
essential, as these advancements allow for more accurate and meaningful represen-
tations of visual content, thereby improving the effectiveness of image-based search
queries. Content analysis is an important part of the image search process because
effective and accurate object detection provides information that can be used during
the search process [70]. For effective preprocessing of the image archive, which is
used as a search database for the conversational application, it is important to per-
form feature extraction with high accuracy, since the relevance of the search results
depends on it. The following studies report findings and ideas concerning content
analysis, some of which are to be applied in the current project.

Saritha and Paul [81] proposed a content-based image retrieval framework based
on the use of the deep belief network methods of deep learning, which are used
to extract the features and classification. This algorithm provides high accuracy
and good performance on a large volume of data. Meenakshi and Shaveta [64]
proposed efficient content-based search using two approaches: text-based and feature
vector-based ability. The research presented by Gao and Jin [26] explores text-
image matching with the adaptive loss for cross-modal retrieval. The model splits

images into patches combined with text tokens. This approach uses an adaptive loss
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algorithm which automatically determines the loss weights. The paper presented
by Ma and Gu [53] describes a large-scale image retrieval algorithm based on the
sparse binary projection matrix through unsupervised training. The results showed

an improvement in the performance for various pattern recognition tasks.

The work of Grycuk [29] introduces a novel framework for retrieving images.
Their application is based on content-based information retrieval and was designed
to retrieve similar images from a large set of indexed images to a query image.
The first step relies on automatically detecting objects, finding salient features in
the images, and indexing them with database mechanisms. The study conducted
by Pawaskar and Chaudhari [70] proposed a web image re-ranking application that
learns the semantic meaning of images with numerous query keywords. Portas and
Nivaggioli [72] describe an open-source image similarity search engine. This solution
allows users to make queries both textually or by using images, relying on similarity

search.

Tian and Yang [87] sketch-based image retrieval is a task that learns seman-
tic knowledge and embedding extraction to retrieve similar images using a sketch

without any training examples of unseen classes.

Pegia and Jonsson [71] proposed a novel method for supporting multiple modal-
ities in image retrieval. The method takes into consideration the semantic infor-
mation of the training data through the use of Bayesian regression to estimate the

semantic probabilities and statistical properties in the retrieval process.

Mu and Bai [63] presented the research, describing a novel multi-exposure image

fusion method via boosting the hierarchical features.

The obtained results in the text image captioning area, presented by Tang and Hu
[86], focused on purifying the OCR-oriented scene graph with the master object. The
master object is the object to which the OCR is attached, the semantic relationship

bridge between the OCR token and the image.

Findings for generating photo-realistic images from given text descriptions, ex-

plored by Dong and Wu [19], focused on Generative Adversarial Networks (GAN) for
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text-to-image synthesis and provided more explicit category information and richer
instance-level details.

Zhang and Xu [109] make the first attempt to realize data forgetting on deep
models for image retrieval. The proposed solution provides many opportunities to
use artificially generated data for better training for deep models.

The proposed framework uses it during the preprocessing phase to extract in-
formation from the image search archive and find relevant information during the

multimodal conversational search process [72], [70], [81], [29], [72].

2.1.2 Video search

The increase in videos produced by various sources has resulted in online distributed
video being provided on various video streaming services. As a result, the problem
of effective search engines for videos has become more popular. There are a vari-
ety of possible approaches and methods for video information extraction, ranging
from simple schemes using text queries only to sophisticated video concept detection
methods and textual query analysis. Within this research project, it seems reason-
able to implement a video-to-text preprocessing scheme for the video search dataset
and use the text descriptions during the search process. The following papers in-
clude findings and approaches for video search, which are helpful for this research
project.

The study of Choudhari and Bhalla [13] suggested a combined search approach
which processes text search queries as feature vectors. The search feature vector
searches for information in all potential text-only sources, such as titles, descriptions,
comments or annotations.

Investigations performed by Rossetto, Giangreco and Tanase [79] amend a flex-
ible retrieval model supporting multiple query modes for searching in multimedia
collections. A framework capable of performing a wide range of search operations,
such as using a user’s sketches as an image search query, re-using a result as a query,

or importing an image as a single video frame into the drawing area.
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Markatopoulou and Galanopoulos [59] present a fully-automatic method that
combines video concept detection and textual query analysis to solve the problem of
ad-hoc video search. This method transforms concept-based keyframes and query
representations into a common semantic embedding space. In the research imple-
mented by Garcia [28], static pictures were used to find a specific timestamp or
frame within a collection of videos. This approach processes the extracted visual

features and performs the search among the video archive.

The framework presented in Zhao and Song [110] focused on the generation of
brief text captures for video segments. This approach enhances the use of corre-

spondence between visual and text content.

Wu and Ngyen [96] ad-hoc video search area studies describe a concept-based
search solution. This approach relies on concept detectors to detect several concepts,
such as a person, object, action, and place in the videos. Then, the detected concepts

are indexes of videos to retrieve.

Yang and Lu [102] proposed a novel video interaction framework to automatically
generate video montages by retrieving and assembling shots with arbitrary text
scripts. The proposed model can generate video montages based on text-to-sequence
retrieval and make them more consistent with the input text scripts. So, these

findings will be helpful for the creation of various video search archives.

The solution suggested by Pan [69] included the scene-aware network to reduce
semantic confusion in remote sensing cross-modal retrieval and enhance the visual

representation.

Zacharian and Rao [104] conducted the research focused on video retrieval for
everyday scenes with common objects. The system exploits the predictions made

by deep neural networks for image-understanding tasks using natural language pro-

cessing (NLP).

The solution proposed by the Bailer and Arnold [5] enhanced the quality of
evaluating text-based queries in benchmarks for video retrieval systems. Also, they

proposed a process for reviewing and revising the queries and preparing the assessors
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and their findings for the proposed method to improve the clarity of queries and the

consistency of judgements.

The multimedia retrieval framework developed by Chen [12] implements the
practical text-based video retrieval paradigm. It aims at synchronously retrieving

videos and specific video content from a large video collection with given text queries.

Lin and Lu [49] introduced a new video-based multimodal dialogue dataset for
intelligent and human-like chatbots with multi-modal context. Also, the video-
based multi-modal chitchat task was conducted, and several dialogue baselines were

evaluated.

Research results obtained by Jiang and Zhou [34] addressed that video moment
retrieval aims at retrieving the most relevant events from an untrimmed video with
natural language queries. Their proposed method learns from point-level supervision

where each annotation is a single frame randomly located within the target moment.

Li and Hsiao [47] presented the effective dual-encoder model to address the chal-
lenging video-text retrieval problem, which uses a highly efficient cross-attention
module to facilitate the information exchange between multiple modalities (i.e.,
video and text). The proposed VideoCLIP was evaluated on two benchmark video-

text datasets, MSRVTT and DiDeMo, and it demonstrated relatively high results.

Zhuo and Li [111] introduced an improved CLIP-based model, enhanced by two
key innovations: a dynamic weighting strategy and a specially designed min-max
hashing layer. These components were identified as the primary contributors to the
model’s performance improvements. When evaluated on three standard video-text
benchmark datasets, their approach significantly outperformed existing state-of-the-

art hashing algorithms.

Falcon and Lanz [23] proposed a framework which can organize the cross-similarity
of video and text in a joint embedding space and put similar items close and dissim-
ilar items far. It is necessary to note that work addresses text-video retrieval but
can be easily extended to other domains where similar ranking losses are used, e.g.

in image retrieval.
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The video retrieval approach proposed by Dong and Chen [18] focused on the
partially relevant video retrieval. An untrimmed video is considered to be partially
relevant w.r.t. a given textual query if it contains a moment relevant to the query.

Ma and Ngo [54] prepared the novel interactive video corpus. Known-item video
search is effective with human-in-the-loop to investigate the search result and refine
the initial query interactively. Also, they have conducted user experiments for video
corpus moment retrieval to localize moments from a large video corpus.

These findings and approaches [59], [102], [12], [34], [54] are used in the proposed
conversational search framework to preprocess the video search archive and extract
more information more effectively during the multimodal conversational search pro-

cess .

2.2 Recent works im Conversational Search

Conversational search has become a topic of significant interest in the IR research
community recently. The vast majority of the work has focused on text search, while
a small number of studies have discussed its application in multimedia settings. In

this section, we describe the concept of conversational search.

2.2.1 Conversational search for text

Conversational search is the process of interacting with a conversational system
through natural conversations to search for information [106]. Conversational search
presents opportunities to support users in their search activities to improve the effec-
tiveness and efficiency of the information retrieval process. While most research in
conversational search has primarily focused on text archives, implementing effective
conversational search for multimedia content requires a solid understanding of the
latest advancements, directions, and solutions in the field.

One important development is the use of mixed-initiative systems, where both

the user and the conversational agent actively engage in a dialogue, exchanging
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information throughout the search process [1]. This approach aligns with the the-
oretical framework proposed by Radlinski and Craswell [76], which emphasizes the

importance of integrating mixed-initiative features into conversational systems.

Further, research by Aliannejadi and Zamani [2] highlights the critical role of
accurately constructed clarification questions within information-seeking conversa-
tions, demonstrating how these questions can enhance the performance and effec-

tiveness of conversational search systems.

Zamani [107] addressed the problem of auto-generating questions for a more
effective search dialogue by using an encoding model with a bidirectional long short-
term memory network. Zamani and Lueck [108] analyzed the user interactions area,
highlighting the necessity for large-scale data collection for search clarification needs.
They explored user interactions and manual annotations in the proposed datasets

and shed light on different aspects of search clarification.

Aliannejadi [105] explored how different conversational search strategies and
mixed-initiative approaches can be combined in simulated conversational search ses-
sions in the context of text-based conversational search agents. To do so, they built
upon existing interactive information retrieval models to develop a conversational
search process model, which explicitly includes the core conversational concept of a
mixed-initiative system and explored the impact of clarification properties on user

engagement.

In Wadhwa and Zamani [90], the main focus was on applications and ways to
model active engagement in conversational information seeking. They define a tax-
onomy upon which a framework for active engagement could be built. This is divided
into three broad dimensions of an active engagement framework: initiation moment
(when to initiate a conversation), initiation purpose (why to initiate a conversation),

and interaction means (how to initiate a conversation).

The query expansion algorithm presented by Wang, Yang and Wei [92] generates
pseudo-documents by few-shot prompting large language models (LLMs), and then

expands the query with generated pseudodocuments. This approach is rather simple
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yet effective and capable of improving the sparse and dense retrieval systems.

Jagerman [33] conducted the research focused on exploring query expansion by
prompting LLMs. Conducted experiments demonstrated that query expansions gen-

erated by LLMs can be more powerful than traditional query expansion methods.

The paper by Mackie [56] provides the estimation algorithm focused on the more
accurate weighting of expansion terms and making the query expansion with LLMs
more precise. The obtained results show improvement in accuracy on several text

datasets.

Chuang and Glass [14] described a query expansion and reranking approach for
improving passage retrieval, with the application to open-domain question answer-
ing. This research first applies a query expansion model to generate diverse queries.
Then, it uses a query reranker to select the ones that could lead to better retrieval

results.

The relevance feedback approach was explored in Mackie [55] research and re-
vealed that combining generative and pseudo-relevance feedback ranking to achieve
the benefits of both feedback classes will significantly increase recall on the con-

ducted experiments.

Vakulenko [88] research paper showed in an end-to-end evaluation that ques-
tion rewriting is effective in extending standard question-answering approaches to
a conversational environment. Obtained results set the new state-of-the-art on the
TREC CASsT 2019 dataset. Based on the results of the implemented analysis, ques-
tion rewriting is a challenging but promising task that can be effectively implemented

into conversational question-answering approaches.

The aforementioned findings, concepts, and approaches have been incorporated
into the design of our conversational search agent to enhance both the fluency of
the dialogue and the overall effectiveness of the search process [1], [2], [107], [105],
[33]. In particular, integrating mixed-initiative strategies and clarification techniques

contributes to a more natural and responsive user interaction.

Furthermore, insights from research on query expansion have been instrumental
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in shaping the query refinement functionality within our conversational dialogue
system. By leveraging these techniques, the system can dynamically reformulate
and extend user queries based on context. This combination of dialogue intelligence

and adaptive query handling ensures a more user-friendly search experience.

2.2.2 Conversational search for multimedia

Conversational image search can interactively induce the user’s responsibility to
clarify their dialogue intent. Several efforts have been dedicated to the conversation
part, namely automatically asking the right question at the right time for user
preference elicitation. At the same time, few studies have focused on the image
search part, given a multimodal conversational query [17], [25].

It is natural to use images as part of a query, in addition to the traditional text.
Along with the rapid advancements in multimedia, natural language processing, in-
formation retrieval, and conversation technologies mean that it is time for us to
explore multimodal conversation and its potential roles in search and recommenda-
tion.

Clarifying questions are one of the most studied forms of system initiative in
conversational search, which aim to elucidate the user’s information need [7]. Recent
studies have highlighted the importance of clarifying questions in conversational
search; generating them for open-domain search tasks still needs to be studied [2],
[105]

Multimodal conversation can help us to uncover and digest a huge amount of mul-
timedia information. Multimodal dialogue also enables natural 2-way interactions
between humans and machines, with mutual benefits in enriching their respective
knowledge as described in Magalhaes and Chua [57].

A multimodal conversational assistant that utilizes images as part of the search
query was introduced by Kim and Yoon [42]. Their work focused on supporting var-
ious image editing tasks through a mixed-initiative conversational framework with

natural language-formulated commands. The proposed system offered an intuitive
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and interactive environment that streamlined the image editing process, making it

both faster and more user-friendly for end users.

Nie and Jiao [65] presented a contextual image search approach. They suggested
a conversational search interface using an image as a search query and implemented
a fashion recommendation dialogue-based framework. Wu, Macdonald and Ounis
[97] conducted research on a similar problem and explored user experience results for
the multimodal recommendation system. Kaushik [36] introduced a basic multiview
conversational image search system. This involved a multimedia search assistant
that proactively puts out a fixed number of relevant questions to clarify the intention

of the user using a reinforcement learning algorithm.

Yuan [103] introduced the research by exploring the various aspects of asking
multimodal clarifying questions containing images in a dialogue-based conversational
search. The results obtained during the user experiments proved the methods’ high

effectiveness.

An interactive video retrieval framework, based on conversational search methods
presented by Khan [41] and demonstrated the user relevance feedback of the system,
is used to refine a model to support a user’s information need through content-based
feedback. Moreover, conversational search is used to interactively refine or build
upon queries to either directly solve an information need or to provide information

to enhance the relevance feedback process.

The iterative sequence refinement for the conversational search presented by
Wei[95] In real situations, users only provide ambiguous text queries, making it dif-
ficult to retrieve the desired images. To address this issue, the novel conversational
composed retrieval method was presented. The provided models process complex
user intent through iterative interaction. This paradigm enhances the model’s ca-

pacity to learn various correspondences.

Wang [94] explored question generation for the conversational search. This re-
search focused on the exploration of generating clarifying questions in a zero-shot

setting to overcome the cold start problem. For this purpose, a clarifying ques-
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tion generation system uses both question templates and query facets to guide the
effective and precise question generation. The experiment results show that the sug-
gested method outperforms existing state-of-the-art zero-shot baselines by a large

margin.

Ferreira [24] presented the developed multimodal mixed-interactive framework.
The proposed framework is capable of guiding users towards the successful comple-
tion of complex manual tasks using humanly shaped conversations and multimodal

stimuli, including voice, images, and videos.

Interactive video retrieval system presented by Lyu [52], uses incorporating
structured conversational information. Experiments conducted on the Audio Vi-
sual Scene-Aware Dialog dataset show that the proposed approach using plain-text

queries improves over the previous counterpart mode.

Owoicho [68] explored the abilities of mixed-initiative systems to the users’ feed-
back. This work focused on the exploration of the effectiveness of mixed-initiative
conversational search models in combination with simulated user feedback. Proven
models were enhanced by including user’s answers to clarifying questions and explicit

feedback on the system’s responses.

Bao [6] designed the novel multimodal interactive framework with the multi-
modal prompts functionality. This approach uses a transformed text-only query
into a multimodal prompt containing image tokens and text tokens. The contrastive
learning with two types of losses is designed to learn a more consistent representation

of two modalities (image and text) and reduce noise.

The mentioned findings, ideas, and approaches are used in the proposed conver-
sational search in multimedia to make the dialogue flow more fluent and the search
process more effective [57], [36], [103], [41], [52], [68]. It is also important to note the
existing gap in the literature regarding conversational search for video systems. The
current PhD research addresses this gap by exploring interactive video frameworks

and extending them into a conversational search setting.
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2.3 Search interfaces

Any conversational search framework requires dialogue between the user and the
conversational search system. Such an interface should correspond to usability prin-
ciples and standards [60]. In other words, the interface must be clear and convenient.
Here we outline examples of different interactive conversational interfaces, visualiza-
tion data interfaces and multimedia representation. These findings will be helpful
and provide guidance for the design and building of a simple-to-use and convenient
user interface for our conversational search framework.

The study conducted by McTear [61] explored how a conversational search inter-
face is relevant today and identified some takeaways: the usage of a conversational
search interface in messaging apps, personalised chat experience, and search inter-
faces which learn from previous experiences.

Moreover, Hearst [30] conducted a study in which the participants reported their
preference for viewing visualizations in a chat-style interface when answering ques-
tions about comparisons and trends. This study’s major insights revealed that most
participants opted for additional visualizations and charts in addition to the regular
textual replies in the chat interface. The results obtained demonstrate the impact of
the graphical user interface elements incorporated into the conversational framework
on the user experience.

Another research study was the conversational chat interface for stock analysis
proposed by Lauren and Watta [46]. They used Slack as the platform for interac-
tion and the RASA! framework for Natural Language Understanding and dialogue
management. Also, they explored the conversational search interface abilities in
applying for real-time stock analysis.

The study conducted by Kaushik [36] introduced a prototype multi-view search
interface to a search engine API. The interface combines a conversational search
assistant with an extended standard graphical search interface. The user interac-

tion experience results demonstrate that the users found the conversational search

'https://rasa.com/
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framework simple and convenient.

In their research, Doyle [20] explored various aspects of agent-user interactions
and concluded that concepts of humanness are core to the design of speech interfaces.
Yet, the specific dimensions of humanness used to define these interactions are not
fully understood. The study conducted has clearly outlined key themes related to
how users view humanness in dialogue interaction and how this varies in speech-

based dialogue.

Laban [45] conducted broad research focused on exploring different aspects of in-
telligent assistants. The study highlights the universality of intelligence as a feature
that is not limited to humans nor to non-human objects that appear human-like.
Information systems that might not appear humane at all are still valued to be as

intelligent based on their competence.

The research presented by Oh and Ju [66] explored people’s impressions of dif-
ferent conversational search agent features. Based on these empirical findings, it is
suggested that conversational agents should be designed with consideration of the

different usage patterns and perceptions across age groups.

In the proposed paper, Doyle [21] developed a novel questionnaire for assessing
user experience for conversational frameworks. This questionnaire evaluates the dif-
ferent aspects of perception, such as communicative competence and dependability,

human likeness in communication, and communicative flexibility.

The modern search interfaces also include AR and VR interaction features.
Spiess [85] conducted a comparative study to distinguish the differences between
desktop and VR video browsing interfaces. The study’s results demonstrated that
VR interfaces can be competitive in browsing performance and indicate that there

can even be an advantage when browsing larger result sets in VR.

The paper proposed by Xiao [98] a novel multimodal recommender framework to
weaken the redundancy between heterogeneous modalities. Moreover, they designed
the gating mechanism to set unequal weights to different modalities. To increase

confidence, many experiments were conducted, and the results show that the pro-
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posed model has achieved better performance than the state-of-the-art methods on

both public and collected industrial datasets.

Rapp [78] offered a detailed recount of how people collaborate with a task-focused
chatbot. They identified two main aspects of collaboration, behavioural and conver-
sational, and for each aspect, highlighted the different strategies that users utilise
to “work together” with the agent. The strategies identified span from user com-
mitment to acceptance of the chatbot’s proposals and their willingness to behave

favourably towards the chatbot.

The research presented by Pucci [75] has discussed a new paradigm for conver-
sational Web browsing, as emerged from a human-centred process conducted with
a sample of different groups of users. The illustrated results aim to fill the current

gap in the literature with concrete guidance on how to design conversational agents

for the Web.

Rajaram [77] demonstrated the novel approach extending user-driven elicitation
to design techniques for sharing AR content. Also, they explored how to adapt a
similar elicitation method to teach designers about considerations for AR in future

work.

The study conducted by Xiao [99] investigated the impact of an Al-powered chat-
bot on enhancing the process of obtaining informed consent online. The results of the
user study demonstrated that the chatbot not only improved participants’ engage-
ment with consent forms but also fostered a more balanced power dynamic between
participants and researchers. Furthermore, it led to higher-quality responses within
the study. As dialogue-based applications continue to grow in popularity, these
findings offer valuable design insights for developing more effective and user-centred

chatbot systems.

The work proposed by Cao [11] explores the potential and challenges of virtual
exhibitions through a series of interviews and user surveys. Insights gathered from
these user studies were instrumental in identifying both the strengths and limitations

of current virtual exhibition practices. Based on this feedback, the study offers a set
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of practical guidelines aimed at improving the design of future virtual exhibitions
and enhancing the usability of VR interfaces. These findings contribute to the

growing body of knowledge on user experience in immersive digital environments.

User models play an important role in interaction design, supporting the automa-
tion of interaction design choices. In order to do so, Kerulainen et al. [40] presented
a novel approach, which is reducing the computational cost of designing experiments
by training a policy for choosing experimental designs with simulated participants.
The designed solution learns which experiments provide the most useful data for

parameter estimation by interacting with various types of users.

There have been significant advances in simulation models predicting human
behaviour across various interactive tasks. One issue explored by Moon [62] demon-
strates that an amortised inference approach permits analysing large-scale datasets
by means of simulation models. It also addresses emerging opportunities and chal-

lenges in applying amortised inference in human-computer interaction (HCI).

Kim and Son [84] presented the framework using an interaction method for pre-
dicting a user’s intended target based on a user’s input. Furthermore, user study
insights confirm that the computational cost is significantly reduced compared with
the existing framework, and it plausibly detects the point where the user changes

goals.

Kim and Lee [43] proposed a technique to quantify reactiveness and proactiveness
to determine the degree and characteristics of each input strategy. The technique
explored in two empirical studies highlighited how to use the technique to answer

questions proactively or reactively.

Saquib [80] designed the solution at the intersection of computer vision and graph
analytics by utilizing visual variables extracted from images/videos and some direct
manipulation and pen interaction techniques. The design framework is implemented
as a sketch-based notebook interface to demonstrate the design possibilities. User
studies with scientists from various fields reveal innovative use cases for such an

embodied interaction paradigm for graph analytics.
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The findings, ideas, and approaches mentioned are used in the designed conver-
sational search web interface, including the search dialogue and multimedia gallery
for representing search results. Also, the experiment design and search tasks, which
will be discussed in Chapters 5 and 6, are based on the described sources [46], [36],
[66], [98], [78], [77].

The next chapter describes the research project hypotheses and discusses the

research questions in detail.
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Chapter 3

Methodology

3.1 Overview

This chapter presents the experimental design practices employed in our conver-
sational information retrieval investigations for both image and video search. It
provides a detailed account of the experimental setup, outlining the methodologies
and tools used to conduct the study.

Evaluation plays a pivotal role in multimedia information retrieval (MIR) re-
search, particularly in assessing how effectively a system meets users’ information
needs. In the context of conversational search, evaluation focuses on two key as-
pects: the user experience and the effectiveness of the queries generated during the
conversational search process. These assessments provide valuable insights into the
system’s ability to deliver relevant results and facilitate engaging, efficient interac-

tions.

3.1.1 Experimental Methodology

Our methodology emphasizes practical interactions within information retrieval (IR)
evaluation methods, aiming to provide a comprehensive understanding of how users
engage with the system during the search process. It incorporates real-world user

scenarios to assess not only the effectiveness of retrieval outcomes, but also the
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dynamics of human-computer interactions. This approach evaluates the user’s be-
haviour, decision-making processes, and the overall usability of the system, offering

valuable insights into the interplay between the user and the technology.

Designing experiments to investigate user search behaviour is a complex and mul-
tifaceted process. As emphasized by Kelly [37], user search behaviour is influenced
by numerous factors, including mood, pre-existing knowledge, and interest in the
search topic. Studying the impact of individual factors within an interactive search
process poses significant challenges, since these elements often interact dynamically,
making it difficult to isolate their specific effects [51]. This makes it very challenging
to design an experimental setup which allows multiple users to have the same feel or
experience while using it. Another complex task is to understand the relationship
between these factors. However, due to the increased interest in human-computer
interaction and interactive information retrieval (IIR) communities, multiple studies
have appeared [16], [37], [38], [39], [44] that focus on developing standard practice for
the design and evaluation of IIR systems. During this PhD research, these studies
are used as a source of methods for the design of experiments for our investigations.
In the next section, we review some of these studies, highlighting features impor-
tant to the design of experiments and investigations. In this section, we discuss the
topic of remote studies vs lab-based studies, the effect of limited time duration in
experimental setups, and the adoption of task sequencing strategies for allocating

tasks to the user to avoid biasing effects.

Remote studies

A study conducted by Kelly and Gyllstrom [38] compared lab-based vs remote-based
ITR experiments. The investigation was conducted with two groups of people: the
first group participated in the experiment remotely and the second group partici-
pated in the laboratory. Both groups were studied on the basis of user behaviour,
search behaviour and evaluation behaviour. For most of the measures, there were no

significant differences between the settings. This demonstrated that user behaviour
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does not change significantly based on the experimental search setting. Following
these findings, the experiments conducted in this PhD research were performed re-
motely to make attendance easier for non-DCU and non-Dublin-based participants.
The experimental setup and design of each investigation are described in detail in

the relevant chapter.

Sequencing effects

It is crucial to eliminate sequence or order effects in an experiment to ensure that
results are not influenced by the order in which tasks are presented. Sequence
effects can increase the likelihood that outcomes are attributed to the experimental
conditions rather than genuine differences in user behavior across tasks. To minimize
bias in the experimental setup, the search tasks are systematically rotated and
counterbalanced. Studies such as [37] and [27] describe using the Latin square
method to arrange the search tasks to avoid order effects. Based on these methods,
the experiments conducted in this PhD research all arrange the search tasks using
Latin square sequencing methods. In Chapter 4, Chapter 5 and Chapter 6, each

user had to perform search tasks using conversational and conventional frameworks.

3.1.2 Experimental Procedure

In this section we describe the details of the experimental setups for our user studies.
The studies aim to enable us to observe and better understand the behaviour of non-
specialist searchers whose techniques for use of search engines are generally learned
from personal experience. To address the raised research questions, introduced in
Chapter 1, the main goal of the experiments is to compare the user experience for
conversational and conventional search frameworks during the multimedia search
process. We seek to gain insights into how conversational engagement might be
helpful to make the multimedia information retrieval process easier using conversa-
tional assistance and seeking opportunities to enhance the user’s search experience.

The studies aim not just to observe user behaviour in completing their search
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tasks, but also to gain their feedback about the approach. In doing this, we hope
to gain insights into the relationship between user actions and information seeking
in order to be able to make use of this in the design of future conversational search
agents.

Participants in our studies are required to complete a search session consisting
of two search tasks per framework. As part of their search session they complete a
questionnaire before and after undertaking each task. In this section, we first give
details of the standard structure of experiment, and then describe our experimental
setup and questionnaires, and follow this with the procedures used for our studies
(ethical permission, recruitment, pilot studies and thematic studies). The details of

each step mentioned above are discussed in the individual next subsections.

Search Tasks

For our search tasks, we aim to provide participants with realistic information needs
that could be addressed using a standard image or video search engine. The process
of creating these search tasks, tailored to align with the objectives of the experi-

ments, is detailed in the Chapters 4-6, outlining the design of each experiment.

Questionnaire

As part of completing each task the searcher is required to complete an online

questionnaire. The detailed questionnaires can be found in Appendix 1.

Experimental Setup

Participants engage in a pre-search survey, then conduct the assigned search tasks
using a conventional search application and a conversational agent framework, and
finally, complete a post-search survey to provide feedback or compare their experi-
ences with the two frameworks.

The entire study was conducted online, with the search frameworks deployed on

Amazon Cloud infrastructure. Separate versions were set up to support both the
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conventional and conversational search approaches.

Recruitment

Participants for the experimental studies were recruited following the approval of
ethical clearance. Recruitment was carried out through multiple channels, including
targeted emails to university groups, posts on social media platforms, and promo-

tional flyers and posters distributed at conferences.

Participation in all experiment was voluntary. Participants were informed of the
purpose of the experiment and their role in a Participant Information sheet prior to
beginning work, and it was made clear to them that they could withdraw from the
study at any time if they were willing to. Details of the participants for each study

are given in the relevant part of each Chapter.

The following sections describe the design of the experimental studies and the

prototypes of experimental search frameworks implemented for these studies.

Pilot Studies

A pilot study involving a small group of PhD candidates was conducted prior to
the main study for each experiment. This pilot study utilized the provided search
instructions to evaluate the time required to complete different sections, gain insights
into the anticipated behavior of participants, and identify and resolve any issues in

the experimental setup.

Participants were given details of the instructions for their search sessions and
each search task shared in the Google Docs, and an interactive tutorial before the
performing their assigned search tasks. Each pilot search task, whether for image or
video search, took approximately 30 minutes to complete. The feedback collected
during the pilot study was instrumental in refining the interface and incorporating

new recommendation features to enhance the user experience.
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Ethical Permission

Approval was obtained from the DCU Research Ethics Committee prior to beginning

the user studies conducted during this PhD.

3.2 Experimental Design in Conversational Search

In this section, we provide a comprehensive overview of the design and features of the
two experimental frameworks: conventional and conversational. Both frameworks
are developed to support image and video search, with similarities in functionality
within each mode. However, the conversational framework incorporates additional
features for multimodal interactions. While the general functionality of the conver-
sational framework remains consistent across image and video search modes, the
implementation of multimodal clarification questions differs technically between the

two. These technical distinctions are elaborated upon in the subsequent sections.

The conventional framework offers a straightforward and uniform functionality
for both image and video search modes, focusing on traditional input-output search
mechanisms. In contrast, the conversational framework includes augmented reality
(AR) capabilities, but this feature is implemented exclusively for image search. The
AR functionality enhances user engagement by overlaying visual labels of detected
objects on images, providing an intuitive way to filter and refine search results

interactively.

After detailing the design and features of the interfaces, we describe the pro-
cess of user interaction and engagement with the system. This includes how users
navigate the search process, respond to multimodal clarification prompts, and uti-
lize AR functionality. Additionally, the technical details of the system architecture,
highlighting the integration of conversational elements, multimodal capabilities, and

backend support for efficient search processing were presented in the section below.
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3.3 Prototype Systems

3.3.1 Conversational Search Interface

Search assistant

Greetings! | am here to assist you
with your image search. How could |
help you today?

|
. What is your search query?

people are dancing at the stage

| found the following images:
'6526219567.jpg’, '3139287876.jpg’,
14792868400.jpg’, '3229898555.]pg",
'3662271861.jpg', '3309352883.ipg’,

Figure 3.1: The interface of conversational search framework

Figure 3.1 shows the search interface for our prototype conversational multimedia
search system.

This interface includes the following components:

1. Agent Display: Provides users with the ability to communicate with the search
system using natural language instructions or predefined buttons for quick

actions.

2. Image and video gallery: Presents the search results to the user, showcasing

images or video frames retrieved based on the search query.

3. Additional question: Enables users to determine the next step in their inter-

action with the search results. Options include:
e Restart Search: Clears the gallery and resets the search session, allowing
users to begin a new search scenario.

e Reduce Search Output: Suggests additional images from the Flickr30k

dataset to help refine the search output by reducing irrelevant results.
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These images are selected based on their proximity to the user’s text
query.

e Refine Text Query: Allows users to expand or modify their text search

query to obtain a broader or more targeted search output.

e Show Visual Labels: Displays detected objects overlaid on the images

retrieved, helping users identify relevant results more effectively.

4. Select mode menu: Allows the user to choose the search option:

e Image: Starts the search process for image search archive

e Video: Starts the search process for video search archive

Search assistant

jpg', '7185642084.jpg’,
'324680301.jpg', '5947742521pg’,
'2430234766.jpg’

What do you want to do next?

Reduce search output
Refine text query | Show labels
Restart search

Type a message..

Settings

_
Home

Settings

image filter

3085226474.jpg

Type a message...

Figure 3.3: The suggested images for the search output refinement
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Settings
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ry
1
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Figure 3.5: Clarification process for the video search

Figure 3.2 illustrates the potential actions of the conversational agent, focusing
on the process of refining search outputs. In this example, the user selects the 'Re-
duce Output’ option, prompting the framework to suggest two images as potential
filters, as it shown on Figure 3.3. When the user selects one of the suggested im-
ages, the framework calculates the L2 distance between the images in the gallery
and the selected image. Images with distances below a certain threshold remain in
the gallery, effectively narrowing the search results.

For the conversational search in video mode, the system employs a similar ap-

proach but tailored for video content. It begins by posing clarifying questions based
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on the user’s initial query, as shown in Figure 3.4. The user’s responses guide the
search process and help refine the results.

The video search functionality incorporates a comparable algorithm to that used
for image search. However, instead of comparing images in the gallery, the selected
image in the search dialogue is compared to video frames. The framework calcu-
lates the L2 distance between the selected image and video frames, retaining only
those frames that are sufficiently similar. This process, demonstrated in Figure 3.5,
reduces the output dynamically, enabling more precise and relevant search results

for video content.

3.3.2 Dialogue Flow

Conversational

preprocessed query retrieval

Refine the query

Search query

ﬁ

no relevant objects

Multimedia
archive

Multimedia
gallery

Figure 3.6: Representation of conversational MIR workflow.
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Figure 3.7: Representation of framework structure.
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The user engages with the search system through a conversational dialogue inter-
face. Our prototype includes a Natural Language Understanding (NLU) model that
supports and facilitates the search interaction. First, the user’s initial text query is
preprocessed and then compared against text descriptions of the images or videos
from the multimedia databases in a retrieval process. The detailed description of
archives structure are described below in the ”System implementation” section. If
the results of this search are not found to be relevant by the user, the displayed
result can be revised. Figure 3.6 shows a simple representation of the workflow of
our conversational MIR system.

In the dialogue, the conversational agent proactively seeks clarification when the
user indicates that the current results are irrelevant. If the initial search output
contains some relevant results, the user can refine the results further by reducing
the search output through the dialogue, as it shown on the Figures 3.2 and 3.3.

This interactive process progresses within the search dialogue, enabling users
to iteratively narrow down their results. The updated search results are displayed
in the image or video gallery linked to the search agent, ensuring a seamless and

intuitive search experience.

3.3.3 System implementation

Figure 3.7 shows the architecture of our prototype conversational multimedia infor-
mation retrieval (MIR) system. This is implemented as a web application developed
using the Python and the Flask framework. It is deployed on the Amazon virtual
machine. The architecture is composed of three layers:

Storage layer: This includes the preprocessed search datasets, detailed in the
datasets subsection below. These datasets have been preprocessed to extract visual
features and objects suitable for performing content-based MIR. Each image and
video is accompanied by text descriptions that capture their content [35]. Addi-
tionally, the image archive includes supplementary content with detected objects

and corresponding text labels [89]. These labels are utilized to enhance the gallery
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display, supporting the augmented labels functionality. This layer is not visible to

the user.

Server layer: This is responsible for performing the search process. The search
framework includes the dialogue system that is responsible for managing the conver-
sation and search process, introduced in the previous section. The dialogue system
uses a RASA! API, which is a popular open-source framework for building conver-
sational Al systems. The Whoosh? library is used to understand and parse the user
text query and to support the search process. This layer is also not visible to the

user.

Interface layer: This layer represents the web interface of the framework, which
serves as the primary point of interaction for users. The interface comprises two

main components:

e Agent Display: This window allows users to input their search queries and in-
teract with the system using natural language dialogue. It facilitates seamless

communication between the user and the search framework.

e Multimedia Gallery: Displays the search results, including images or video
frames, dynamically updated based on user interactions and search refine-

ments.

The search framework integrates a dialogue system that manages the conversa-
tion and oversees the entire search process. Users have access only to this interface

layer, making it the central hub for all interactions with the system.

"https://rasa.com/
’nttps://whoosh.readthedocs.io/
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3.3.4 Conventional framework

Search assistant

people are dancing at the stage

Type a message...

Figure 3.8: The interface of traditional search system

An equivalent conventional image search framework was developed using the same
technologies and adopts the same image search archive. Figure 3.8 illustrates the in-
teraction search process for the traditional framework. The search results are shown
in the multimedia gallery connected to the search window on the right. The frame-
work supports only text search functionality, so participants must manually scroll
the search output or refine the query to obtain the desired image or video. Other
functionality, such as clarification questions or augmented labels are not supported

in this search framework.

3.3.5 Datasets for Experimental Investigations

The following publicly available datasets are indexed within our prototype system
to support the investigation: Flickr30k and MSR-VTT. Both datasets were pre-
processed to extract visual features and detected objects suitable for performing
content-based MIR [89], [101]. These datasets were chosen for their richness in an-
notations and their relevance to both image and video retrieval tasks, providing a
solid foundation for developing.

Flickr30K The Flickr30k dataset is a comprehensive image dataset that includes
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approximately 31,000 images. Additionally, the dataset is enriched with 276,000
manually annotated bounding boxes, associating specific entities in the captions
with their corresponding regions in the images [31]. This dataset was selected for our
study due to its wide variety of general-domain content, including images of people,
objects, and places. The extensive captions and annotations make it particularly
well-suited for investigating conversational image search, as they provide rich textual
information for query construction and result refinement.

MSR-VTT (Microsoft Research Video to Text) The MSR-VTT dataset
complements the image-focused Flickr30k by providing video data suitable for con-
versational search in a multimedia context. This dataset, which contains 10k short
(9-15 seconds) video clips paired with detailed captions [93] [100] [91], enables the
evaluation of search and retrieval methods specific to dynamic content. Although
further details on MSR-VTT are described elsewhere, it plays a critical role in our
system by supporting the exploration of conversational video search scenarios. By
indexing these datasets, our system enables the investigation of both static (images)
and dynamic (videos) content retrieval within a conversational search framework,
leveraging their rich annotations and diverse content to simulate real-world search

Interactions.

3.3.6 Search scenarios

In this section, we outline typical search scenarios for both image and video re-
trieval that are expected to align well with the capabilities of our conversational
search system. These scenarios demonstrate how the system facilitates effective user
interactions and showcases its suitability for addressing diverse multimedia search

needs.

Image search scenario

Our prototype MIR system enables users to perform a search for images and videos.

A common search scenario for a conversational search for images could include the
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following steps:

1. The user enters a text query: The user initiates a search by entering a

text query to the conversational search framework.

2. Framework obtains results: The conversational search framework processes
the user’s query and retrieves potentially relevant results from the preprocessed

archive. Results are shown in the multimedia gallery.

3. User selects the suggested option: User may select one of the suggested

options in the dialogue, which were described in the previous sections.

4. User selects a filter image: The framework presents the user with the initial
set of results. The user can then select an image in the search dialogue to refine
the search. For instance, they might choose a specific image representing their

preferred style or composition.

5. Framework reduces the output: Based on the user’s selected filter image,
the conversational search framework applies a filtering mechanism to narrow
down the output. The framework uses visual similarity to reduce the set of

images to those closely matching the selected filter image.

6. Reformulate query with the LLM (GPT-4) [67]: If the user opts to
expand their query, the system can perform this expansion automatically. The
user’s initial request is reformulated by the GPT-4 model to generate a more
detailed and comprehensive search query. The system then executes the search
again using the enhanced query, resulting in a broader and potentially more

inclusive set of search results.

7. Show augmented labels: The user can choose to display images with over-
laid detected objects and further refine the search output by typing one of the
detected labels displayed on the images. This allows the user to filter results

more effectively based on the visual content of the detected objects.
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8.

Repeat the process: If the user is unsatisfied with the refined results or
wants to explore further, they can repeat the process by sending a new text
query, selecting a different filter image, and obtaining a new set of reduced
output. This iterative approach allows the user to narrow their search and

gradually find the desired images.

Video search scenario

A common search scenario of a video collection could include the following steps:

1.

The user enters a text query: The user initiates a search by entering a

text query to the conversational search framework.

. Framework obtains results: The conversational search framework processes

the user’s query and retrieves relevant results from the preprocessed video

archive. Results are shown in the multimedia gallery.

User selects the suggested option: User may select one of the suggested

options in the dialogue, which were described in the previous sections.

User selects the filter image: The user can then select a suggested image
from the search dialogue to refine the search. For instance, they might choose

a specific image representing their preferred style or composition.

. Framework reduces the output: Based on the user’s selected image, the

conversational search framework calculates the L2 distance between selected

image and video frames to narrow down the output.

Reformulate query with the LLM (GPT-4) [67]: If the user opts to
expand their query, the system can perform this expansion automatically. The
user’s request will be automatically reformulated by the GPT-4 model, and the
search will be performed again with the more detailed search request, which

provides a broader search output.
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7. Repeat the process: If the user is unsatisfied with the refined results or
wants to explore further, they can repeat the process by sending a new text
query, selecting a different filter image, and obtaining a new set of reduced
output. This approach allows the user to narrow their search and find desired

videos gradually.

Following this scenario, the conversational search framework enables users to engage
in a conversational and interactive search process. They can provide queries, select
filter images, and refine the output iteratively until they find the most suitable

videos based on their preferences and criteria.

3.4 Evaluation methodology

3.4.1 Design of user studies

‘ ‘ ANALYZE AND PROCESS

INVESTIGATOR

FRAMEWORK
PREPARATION

CONSENT SEARCH TASK 2

INFORMATION SURVEY AND
COLLECTING FEEDBACK

TUTORIAL

| E———

SEARCH TASK 1

Figure 3.9: Proposed scheme for the design of user experiments

Figure 3.9 shows the proposed procedure adopted for the user studies conducted
within this PhD. The experiments aim to enable us to observe and gain a better
understanding of the behaviour of users. The objective of these studies is to explore
the effect of previously described conversational dialogue features on existing MIR

search approaches and the user search experience.
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The experimental studies examine the following topics:

e Comparison of the conversational search interface with a traditional
MIR search system. This evaluation enables the comparison of traditional
and conversational search interfaces. The user completes several search tasks,
one each using each search setting (traditional and conversational). For each
study, the user completes a pre-search questionnaire and a post-search ques-
tionnaire. This experiment is focused on providing better insights into the
operation of a CS system and contrasting user feedback of each type of inter-

face.

e Evaluating only a conversational interface based on selected perfor-
mance metrics. Pre-search and post-search questionnaire scores could be
compared using standard benchmarks [22], [8]. This provides an opportunity
to explore the conversational search interface with a standard system bench-
mark. Moreover, this investigation allows us to understand user expectations
and can be useful in understanding how far the current CS interface is from

the user’s expectations.

e Comparison of the Conversational Search Interface With and With-
out Augmented Labeling: This evaluation facilitates a comparative analy-
sis of the functionalities within the conversational search framework, focusing
specifically on the impact of augmented labeling [77]. The structure of the
study follows a similar approach to the previously described experiment, en-
suring consistency in methodology. This experiment aims to provide deeper
insights into the functionality of augmented labeling and its influence on user

experience in MIR.

Experiments in CS to date have focused on user feedback and various aspects of

interaction with the system, and changes in the user’s knowledge [1].
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3.4.2 Evaluation tools for the user experiments

There are numerous metrics available for evaluating the usability of interactive sys-
tems [8], each designed to measure different aspects of user interaction [82], [4], [15]
system performance [44], [16] and overall user satisfaction [62], [40]. These metrics
are critical for understanding how effectively a system meets user needs, facilitates
task completion, and enhances the user experience.

For our experiments, we propose to utilize the following metrics, which are tai-
lored to assess the usability and performance of our conversational search framework

in the context of MIR:

1. Chatbot Usability Questionnaire

The Chatbot Usability Questionnaire (CUQ) is derived from the chatbot UX
principles outlined by the ALMA Chatbot Test tool. This tool evaluates
key aspects of chatbot design, including personality, onboarding, navigation,
comprehension, response quality, error handling, and intelligence [32]. The
CUQ consists of 16 items tailored specifically for assessing chatbot usability
while maintaining comparability with broader usability metrics. These scores
highlight that the conversational framework is user-friendly, convenient, and

straightforward to navigate, making it accessible to a wide range of users.

2. User Experience Questionnaire

The User Experience Questionnaire (UEQ)[22] is a fast and reliable question-
naire to measure the user experience of interactive products. By default, the
UEQ does not generate a single score for each participant but instead provides
six scores, one for each attribute [22]. Attributes score the Ul on six qualities:
Attractiveness(overall characteristics), Perspicuity, Efficiency, Dependability
(pragmatic qualities), Stimulation, and Novelty (hedonic qualities). The scores
given by the users are on a scale of 1 to 7. This metric will present the over-
all user experience of using the conversational search framework. The User

Experience Questionnaire contains 6 scales with 26 items:
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e Attractiveness: Overall impression of the product. Do users like or dislike

the product?

e Perspicuity: Is it easy to get familiar with the product? Is it easy to learn

how to use the product?
e Efficiency: Can users solve their tasks without unnecessary effort?
e Dependability: Does the user feel in control of the interaction?
e Stimulation: Is it exciting and motivating to use the product?

e Novelty: Is the product innovative and creative? Does the product catch

the interest of users?

Attractiveness is a pure valence dimension. Perspicuity, Efficiency and De-
pendability are pragmatic quality aspects (goal-directed), while Stimulation

and Novelty are hedonic quality aspects (not goal-directed).

Also, we will compare our obtained data with the data from UEQ bench-
mark [83]. A benchmark for the User Experience Questionnaire (UEQ), a
widely used tool for assessing the usability and user experience of interactive
systems. The benchmark also serves as a valuable reference for supporting

quality assurance processes in individual projects.

The benchmark was established by aggregating data from numerous UEQ eval-
uation studies contributed by researchers and industry professionals. While
some data came from scientific research, the majority originated from industry
projects. Currently, the benchmark includes data from 246 product evalua-
tions, representing a diverse range of applications, and contains a total of 9,905

individual responses.

The number of respondents per evaluation varied significantly, ranging from as
few as 3 to as many as 1,390 participants, with an average of 40.26 respondents
per study. This comprehensive benchmark provides valuable insights and a
reference point for comparing and interpreting UEQ results across different

contexts and applications.
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Figure 3.10: Evaluation process including pre-search and post-search surveys

The overall evaluation process is illustrated in Figure 3.10. Participants begin by
completing a pre-search online survey to provide baseline information, followed by a
post-search survey to capture their experiences and feedback during the search pro-
cess. After the user experiments are concluded, the collected data will be analyzed
to gain insights from the study. This analysis will help evaluate the multimodal
conversational search framework against standard usability metrics and address key
exploratory research questions (RQs), providing valuable information for further

system improvements and research.

3.5 Concluding remarks

Conversational search and its impacts remain an evolving area of research. A crit-
ical component of this PhD study is the preparation and development of suitable
methodologies and processes for evaluating conversational MIR.

In this chapter, we present an experimental methodology and an evaluation
framework designed to assess multiple dimensions of the effectiveness of the interface.
This framework provides a structured approach to understanding the usability and
performance of conversational search systems.

In the subsequent chapters, we apply the designed interface to explore user ex-
periences in conversational search (CS) for both image and video retrieval tasks,

highlighting the system’s capabilities and user-centric enhancements.
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Chapter 4

A Comparative Study of
Conversational and Conventional
Search Methods for Image

Retrieval

4.1 Overview

The incorporation of conversational engagement in search systems presents oppor-
tunities to support users in their search activities, improving the user experience
in completing search tasks. In this study we examine the integration of conversa-
tional search in MIR for an image retrieval task. Our conversational MIR system
seeks to improve user identification of potentially relevant information by using a
conversational agent search assist to engage with the user while carrying out their

search.

The user can engage directly with the search system while receiving suggestions
from the search assistant to help them refine their queries and guide their interactions
with the retrieved content. In this investigation, we conduct a user study focused

on the comparison of user experience when using our conversational interface and
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an identified search system using conventional interface. Our study seeks to address
the following research questions:

RQ1: User experience in conversational MIR: How does user experience
in MIR for image retrieval compare between a standard MIR system
and an equivalent one integrating a conversational search agent? This
RQ focuses on exploring different aspects of the user experience using effective MIR

systems. This research question contains two subquestions:

1. How can multimodal conversational search system be compared with a con-

ventional search system?

2. What aspects of using multimodal features in a search dialogue can be used

effectively in the image search process?

RQ2: How clarifying questions could be used effectively to resolve ambi-
guity and improve search effectiveness in conversational MIR?

Clarifying questions are one of the most studied forms of system initiative in
conversational search, which aim to elucidate the user’s information need [7]. Recent
studies have highlighted the importance of clarifying questions in conversational
search; generating them for open-domain search tasks still needs to be studied [2],

[105]. RQ2 includes the following subquestions:

1. What are the opportunities and challenges for embedding clarifying questions

into the conversational MIR framework?

2. Can multimodal clarification features advantage affect the user’s search result

preference and the user’s perceived workload?

4.2 Experimental methodology

This study aims to compare conversational and traditional approaches for image
search scenarios, and make suggestions for improvements to the conversational

search interface. In this section, we describe the details of our user study exploring
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our prototype conversational image search application and contrasting this with an
equivalent conventional image search system without conversational support. This
aims, in particular, to enable us to examine and better understand the search be-
haviour of non-specialist users whose techniques for use of search engines are learned
from personal experience, rather any type of formal training [3]. We first describe the
experimental framework developed for the image applications, and then the method-
ology and procedures used for the experimental study. The study was performed

online, and participants using two systems deployed in the Amazon Cloud.

4.2.1 Experimental framework

In this section, we provide details about a prototype conversational image search
application and compare it to a conventional image search system that lacks con-

versational support.

Dialogue Flow

Search assistant

Greetings! | am here to assist you
with your image search. How could |
help you today?

What is your search query?

people are dancing at the stage

| found the following images:
'6526219567.jpg’, '3139287876.jpg’,
'4792868400.jpg’, '3229898555.jpg’,
'3662271861.jpg", '3309352883.jpg’,
'3174431688.jpg’, '4683340079.jpg’,

Type a message...

Figure 4.1: The interface of conversational search system

The dialogue module of the conversational application includes a natural language
understanding (NLU) model, which supports the search dialogue. The dialogue

module of the conversational application incorporates a natural language under-
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standing (NLU) Dual Intent and Entity Transformer model [9] to support the search
dialogue. In this module, the user’s initial text query is preprocessed through tech-
niques such as lemmatization and the removal of articles. The preprocessed query is
then compared against the textual descriptions of images stored in the multimedia
image database. The retrieval process involves indexing the data (before application
deployment) and performing a search within the indexed archive using the Whoosh
library API, ensuring efficient and accurate query matching. The retrieved results
presented using TF_IDF model and if they are deemed irrelevant by the user, they
can be refined using various conversational search assistance features, which will be
described below. Figure 4.1 illustrates the initial step of the image search process.
During the dialogue, the conversational search agent asks a user when the presented
results are unsatisfactory. If user decides that results are not satisfactory, conversa-
tional assistant will ask him the multimodal clarification question, as illustrates in
Figure 4.1. The user is presented with two images, and invited to say if one of them
is similar to the features desired in relevant target images. The distance between a
selected image and the images in retrieved gallery is calculated using L2 distance.
The gallery is then filtered to remove images with low similarity to the selected im-
age, making navigation of the gallery easier for the user. The images for clarification
questions are selected randomly from among those with high text matching scores to
the user’s query. Since the images in the clarification questions are taken from the
target search collection, L2 distance between a selected clarification image and the
images in the gallery can be precomputed to improve user interaction. If the user
does not find either of the presented clarification images useful, they can reject them
both, and be presented with a new pair of images. They can quit the clarification
process at any point if they do not find it productive, and enter a revised text search

query in an attempt to progress the search process.

The user has the option to terminate the current search dialogue by restarting
the process or by submitting a new search query. The search results updated in

the image gallery connected to the search agent. A search dialogue concludes either

59



Conversational search for image and video with augmented labelling

when the user successfully finds the desired results or decides to terminate the

process after an unsuccessful search.

Search assistant

image filter

3085226474.jpg

Type a message...

Search assistant

'3820940921.jpg’,

'3672109677.ipg’,

g', '7185642084.jpg’,

'324680301.jpg', '5947742521pg’,
'2430234766.jpg’

What do you want to do next?

Reduce search output
Refine text query | Show labels

Type a message..

Figure 4.3: Image search output representation

Where the initial search output contains some relevant results, the user can use
the dialogue to reduce the amount of provided images with multimodal clarification
questions. To do this, the framework selects several images which are close to the
user’s search query (using text keyword labels) and displays them in the search
dialogue to the user as potential filters, as illustrated in Figure 4.2. The search
results are updated interactively as the user selects filters while the search dialogue

progresses, which means the calculation the L2 distance between selected image and
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images in the gallery. The search results are shown in the image gallery connected

to the search agent, as demonstrated on Figure 4.3.

Conventional framework

Search assistant

people are dancing at the stage

Type a message...

Figure 4.4: The interface of the traditional search system

The equivalent conventional image search framework was developed using the same
technologies and adopts the same image search archive, including preprocessing and
indexing the archive with the Whoosh Search API, and utilizes the same image
search archive.!. This ensures consistency in functionality while allowing for a com-
parison between conversational and conventional search approaches.

Figure 3.8 illustrates the interaction process within the conventional framework:
the user submits a text-based search query, and the corresponding image results are
retrieved and displayed in the gallery for review. The search results appear in the
image gallery adjacent to the search window on the right.

Unlike the conversational framework, the conventional system supports only text-
based search functionality. As a result, participants must manually scroll through
the search output or refine their query to locate the desired image. Alternatively,

users can restart the search process entirely by entering a new search query. We

thttps:/ /anonymous.4open.science/r /traditional-framework-for-images-AFAD /
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designed the conventional framework by referring to established image search plat-
forms, such as COCO Explorer ? for MS COCO and the more advanced FiftyOne
3 which support text-based search functionality along with some content-based fea-
tures. However, for our specific objective—examining the impact of conversational
search (CS) assistance in image retrieval, we implemented a text-based search system

only, ensuring a controlled evaluation of the conversational framework’s effectiveness.

4.2.2 Search task design

In the experimental session, participants are required to complete designated mul-
timedia search tasks and corresponding questionnaires. The session begins with a
training task to familiarize participants with the search application and task require-
ments. Following the training, participants perform two search tasks, each focusing
on finding a specific image. The selected user scenarios were designed to reflects
those commonly encountered by content creators, such as writers, illustrators look-
ing for image references and individuals preparing presentations, and others who
seek appropriate images to complement their work. These scenarios reflect typical
use cases in the context of image search, making them highly relevant for our study.
During these tasks, their search activities will be systematically logged for future

analysis.

4.2.3 Experimental procedure

In this section we describe the experimental procedure for our comparison of con-
versational and conventional approaches for image search. We seek to gain insights
into how conversation engagement might be directly incorporated into current user
search activities, and to explore opportunities to enhance the user’s search experi-
ence [10].

The study utilized the previously described search task instructions to assess the

2https://cocodataset.org/
3https://docs.voxel51.com/
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time required to complete each section of the study, analyze participant behavior,
and collect feedback on their experiences with the conversational search approach
for the image search process. Participants engaged in a pre-search survey, then
conducted search tasks using a conversational image search application and a cor-
responding conventional one, and finally, completed a post-search survey to provide

feedback and compare their experiences with the two systems.

Pilot study

Prior to conducting our main study, a pilot study with three PhD students with
STEM background was conducted using image search tasks to see how long it took
them to complete the sections of the study, gain insights into the likely behaviour
of participants, and to generally debug and refine the experimental setup.

The following feedback was gathered during the pilot study and informal inter-

views with the participants:
e Enhance the error handler and make the conversational agent more depend-
able, there are two critical improvements to make.
e Update the restart scenario and provide an option to enter a new query without
restarting the entire search story.
Furthermore, during discussion, the following useful recommendations were made:
e It would be helpful to have a cheat sheet or assistance that makes the conver-

sational agent’s actions more transparent

e To make the agent more proactive, it was suggested to provide the option to

select the reformulated text query.

e Thus, it may be beneficial to develop a more precise mechanism for making

image suggestions.

Based on user feedback and identified challenges in formulating effective search
queries, we designed and implemented a query expansion feature to assist users in re-

fining and broadening their search inputs. This feature leverages a Large Language
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Model (LLM), specifically GPT-4, to generate multiple alternative, reformulated
query options based on the user’s initial input.

By providing several reformulated options, the framework enables users to select
the most relevant phrasing, thereby increasing the likelihood of retrieving desired
images. This functionality fosters a more dynamic and interactive search process, al-
lowing users to refine their queries efficiently and achieve more accurate and relevant
search outcomes.

In addition to the query expansion feature, other user-recommended improve-
ments were implemented. However, enhancements to the algorithm for image sug-
gestions were deferred, as this would require significant time for further investigation

and development.

4.3 User study

In this section, we describe the details of our user study, which aims to enable us to
observe and better understand and contrast the behaviour of non-specialist searchers
whose techniques for using search engines are generally learned from personal expe-
rience.

The main study involved 20 participants, all with STEM backgrounds, including
MSc students, PhD candidates, and postdoctoral researchers. The participant group
comprised 9 males and 11 females, with ages ranging from 23 to 37. Among them,
15 participants reported using image search engines, predominantly Google Images,
for over 10 years. Additionally, 11 participants had experience using conversational
assistants for general search tasks, which they described as user-friendly but not
highly informative and 4 of them are using CS tools regularly. The average level of
interest in the topic of conversational search, rated on a scale from 1 to 7, was 4.8,
with 1 being the minimum and 7 the maximum.

A total of 25 instruction sheets were prepared for the study, each containing de-
tailed step-by-step instructions and two randomly selected images sourced from the

MS COCO dataset. These instructions provided participants with clear guidelines
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on how to complete the search tasks and ensured consistency. The images included
in each sheet were chosen to represent a variety of content types, such as objects,
scenes, and activities, to evaluate the versatility of the search frameworks.

To ensure fairness and minimize bias, the instruction sheets were distributed ran-
domly among the participants. This randomization aimed to balance the difficulty
of search tasks across the participant pool and eliminate any systematic variations
that could influence the study results. By using this approach, the study maintained
a diverse set of search scenarios, enabling a comprehensive evaluation of both the
conversational and conventional search frameworks. As demonstrated in similar user
studies, as demonstrated in previous studies this participant sample was expected

to be sufficient to make meaningful insights and conclusions [3].

4.3.1 User experience questionnaire results

Attractiveness Perspicuity Efficiency Dependability Stimulation Movelty

18
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1

=t P
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Figure 4.5: The comparative results of UEQ for conversational and traditional frame-
works

After completing all search tasks, users were asked to evaluate their experi-
ences using post-search online questionnaires. Initially, participants assessed their

experience with the conversational framework, followed by an evaluation of the con-
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ventional framework for image search.

Using the UEQ metrics, both frameworks were systematically evaluated. The
results, presented in Figure 4.5, reveal that the conversational framework outper-
formed the conventional framework in key areas. It achieved higher scores in At-
tractiveness (overall appeal), Efficiency, and Dependability (pragmatic qualities), as
well as Stimulation and Novelty (hedonic qualities). Importantly, Perspicuity (an-
other pragmatic quality) was rated relatively high for both frameworks, indicating
their ease of understanding and usability.

These findings highlight the conversational framework’s ability to provide a more

engaging, efficient, and user-friendly search experience compared to the conventional

approach.

Scale Conversational Traditional

Attractiveness 1.49 (Above Average) 1.29 (Above Average)
Perspicuity 1.62 (Above Average) 1.61 (Above Average)
Efficiency 1.51 (Good) 1.38 (Above Average)
Dependability 1.16 (Above Average) 1.07 (Below Average)
Stimulation 1.07 (Above Average) 0.87 (Below Average)
Novelty 0.74 (Above Average) 0.50 (Below Average)

Table 4.1: Detailed results of comparison conversational and traditional frameworks

on the UEQ benchmark

The measured scale means were compared against existing values from a bench-
mark UEQ dataset [8], [83]. This benchmark dataset comprises responses from
21,175 participants collected across 468 studies evaluating various products. It pro-
vides a standardised framework for interpreting UEQ scores by categorising them
into predefined quality levels, such as 'Below Average,” ’Above Average,” "Good,’
and "Excellent.” These categories allow for a meaningful comparison of results and
the contextualization of user experience evaluations.

According to the benchmark measurements, as presented in Table 4.1, the UEQ
results for the conversational search framework fell within the ’Above Average—Good’
range across most dimensions. In contrast, the traditional search framework scored

lower, ranging between ’Above Average’ and 'Below Average,” particularly in Effi-
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ciency and hedonic qualities such as Stimulation and Novelty.
The obtained results reflected that users found the conversational search ap-

proach effective and convenient for the image retrieval task.

4.3.2 Statistical analysis

A one-way MANOVA (Multiple Analysis of Variance) was conducted to examine
the variation between UEQ scales for both framework types, conversational and
traditional. The one-way MANOVA allows for a test on each dependent variable
(DV) to understand whether the scale result is changed by the framework type

selected as the independent variable (IV).

Independent Variable Dependent Variable F-Test

Framework type Attractiveness F =6.5, p=0.001
Perspicuity F =052 p=0.71
Efficiency F =474 p = 0.0036
Dependability F =5.8,p=0.0011
Stimulation F =95 p<<0.01
Novelty F = 1261, p << 0.01

Table 4.2: Summary table of results

The one-way MANOVA revealed a significant effect of the group on the scores
of all six scales (4.2). Post hoc analyses showed that the participants rated the
conversational search framework significantly better than the traditional one on At-
tractiveness (p = 0.001), Efficiency (p = 0.0036), Dependability (p = 0.0011), Stim-
ulation (p << 0.001), and Novelty (p << 0.001), and although this difference was
also nearly significant for Perspicuity (p = 0.71), which correlated with comparing

results for the UEQ benchmark.

4.3.3 Search strategies and behaviour

In this section, we discuss user behaviour during the search session. Users tend to
send an equal number of requests to both the conversational and traditional search

interfaces. However, it is important to note that conversational search scenarios
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generally take longer to complete. This is primarily due to participants taking
additional time to explore the various features of the interface, as highlighted in the

feedback received from users.

User’s activity Conversational Traditional
Number of interactions 30.25 8.15
Number of queries 7.45 6.4

Restart 2.8 1.75
Reduce the search output | 4.4 N/A
Rewrite the query 1.2 N/A

Ask about another image | 4.75 N/A
Return to previous results | 0.6 N/A

Time for the search task | 24.5 (min) 21.4 (min)

Table 4.3: Summary table of average results

The quantitative results are shown in Table 4.3, which presents the average num-
ber of interactions and the time spent per search task per user. For the purposes
of this study, one interaction is defined as a single user-initiated action within the
search interface. This can include either typing a command into the input field or se-
lecting a predefined option by clicking a button from the list of available commands.
These results indicate that participants engaged in more interactions within the
conversational search framework compared to the traditional search method. This
increased number of interactions can be attributed to the additional functionalities
provided by the conversational interface, which encourage users to explore various
options and tools.

We aimed to analyze user behaviour while interacting with the search tool, focus-
ing on the types of interactions they performed and the underlying reasons for their
behaviour. To facilitate this analysis, we categorized search behaviour into four dis-
tinct categories, enabling a structured approach to understanding user actions and

motivations:

e User type 1: The user enters one text query and marks one image from the

search output to fulfill the information need.

68



Conversational search for image and video with augmented labelling

e User type 2: The user enters one text query and chooses several images from

the search output to fulfill the information need.

e User type 3: The user progressively refines their text search queries, adding
more detail with each iteration to narrow down the search output and achieve
more accurate results. Additionally, the user selects specific images from the

automatically refined search output to better fulfill their information needs.

e User type 4: The user simplifies the text search query to a single word and
interacts with the conversational agent by using image filter suggestions to
automatically refine the search output, selecting several images as relevant. In
contrast, within the conventional framework, the user manually scrolls through
the search results to locate the desired content and similarly identifies several

images as relevant.

e Additionally there is the possibility of the case where the user issues one or
more queries, but does not select any of the retrieved image. This may indicate
that either the user retrieves no relevant items or cannot identify retrieved
relevant items or is able to satisfy their information need from the provided

images.

In conclusion, the analysis highlights a diverse range of user behaviours, reflect-
ing the varying strategies adopted in both conversational and conventional search
environments. The conversational framework not only supported a higher level of
engagement but also accommodated different user preferences in query formulation
and interaction style. These findings underscore the potential of conversational in-
terfaces to enhance user experience through more personalized and flexible search

pathways.

4.3.