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Abstract 
The metaverse concept presents an immersive three-dimensional 
space for interpersonal connections, where people can socialize, 
learn, do business, and complete other activities. It is a digital system 
with its own economy, technological properties, and sensory and 
behavioral domains. While discourses often focus on the technological 
and economic feasibility of the metaverse, less is said about the 
implications for human identity. Identity in the metaverse is an 
amalgam of self-representation, branding, and behaviors, but is also 
dependent on technological features. This paper analyzes user 
identity in terms of behaviors and personal data collection and 
possible misuse. As such, it highlights technological, ethical, and 
psychological dilemmas and potential solutions before the realization 
of the metaverse or similar interoperable virtual networks. Specifically, 
we discuss questions regarding the representation of human 
identities, the collection and reuse of personal data, and the use of AI 
models for customizing user experiences. Based on our assessment of 
these, we propose a legal and ethical foundation for users and 
developers of the metaverse. Rather than averting future 
developments in technologies and use practices, our objective is to 
highlight elements where the protection of users and their 
experiences requires particular attention.
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Introduction
The metaverse refers to the concept of a virtual multiuser  
environment that is accessible across platforms and allows for 
seamless communication via an iterative form of the internet.  
It operates based on the idea of a unique, persistent identity  
for all users. Currently, there is no scientific consensus on the 
exact form the metaverse will take (in case it will be fully or  
partially realized1). Nevertheless, previous research approaches 
it as a three-dimensional world where users interact through  
avatars: a sort of “walkable version of the Internet” (Ritterbusch 
& Teichmann, 2023, p. 12368) or, a system of permeable virtual 
worlds that resemble present-day social virtual reality platforms.  
As the review of definitions by Ritterbusch and Teichmann 
(2023) suggests, the metaverse is a digital system with its own  
economy, physical properties, and sensory and behavioral 
domains. Correspondingly, Matthew Ball (2022) formally defines 
the metaverse as a massively scaled and interoperable network 
of real-time rendered 3D virtual worlds that can be experienced  
synchronously and persistently by an effectively unlimited 
number of users with an individual sense of presence, and with 
continuity of data, such as identity, history, entitlements, objects,  
communications, and payments (p. 29).

A critical aspect to ponder is the impact of these digital systems  
on user identity. Identity in the metaverse is an amalgam of  
self-representation, branding, and behaviors, but is also  
dependent on technological features or affordances. Thus, we 
argue that digital identity in metaverse environments is defined by 
two dimensions—a personal and a data-specific dimension—that  
mark its novelty and call for further analysis (see Figure 1).  
On the one hand, identity in the metaverse combines modes of 

communication, technological affordances (representations or  
interaction mechanisms), and human factors (social or legal 
identities). On the other, it pertains to personal data collected  
during use, which includes personal identifiers (e.g., name, date 
of birth, address), demographic markers (e.g., age, ethnicity,  
gender), and physiological elements (e.g., biosignals, body  
features, voice). In this paper, we outline the representational, 
technological, ethical, and legal considerations of human identity  
in the metaverse. By this, we aim to provide grounds for  
understanding the human implications and the related risks 
of this prospective system—including aspects of behavior,  
identification, surveillance, and sensory rendering of virtual  
social networks. Based on our assessment of these risks, we pro-
pose a legal and ethical foundation for users and developers  
of the metaverse. Rather than averting future developments in 
technologies and use practices, our objective is to highlight  
elements where the protection of users and their experi-
ences requires particular attention. We find this crucial in the  
context of a platform that promises to provide immersive experi-
ences while encompassing a wide range of aspects of users’ lives.

Research questions
Applications that fit the metaverse concept are anticipated to 
have a profound impact on online social systems—more so than  
social media and other digital environments. One unique trait 
of the metaverse is that the digital identity of a user will not  
only persist on current digital platforms (e.g., mobile devices 
and desktop computers), but will be integrated across extended  
reality platforms (XR, that includes virtual reality (VR), aug-
mented reality (AR), and mixed reality (MR)). Extended reality  
platforms facilitate immersive experiences that can be deeply 
impactful on human behaviors and interactions (see for  
example, Freeman & Acena, 2021; van Brakel et al., 2023). 
Thus, the immersive qualities and prospects of the metaverse 
for offering functions for all aspects of life (work, leisure,  
education, socializing, etc.) will have emotional, social, and  
behavioral impacts on users. This is especially true if we  
consider the nature of XR systems where AR and MR combine  
real-world and digitally created stimuli and objects, and VR  

Figure 1. Digital identity in the metaverse.

1 It is worth acknowledging that the metaverse is often considered as a  
business concept based on existing technological means provided by virtual 
reality and remote communication technologies. While it is a feasible concept 
that won many investors over, its realization has been obstructed by the lack of 
a uniform technological and user experience outline, shared purpose, and the 
general accessibility of global populations.
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provides a fully immersive simulation of environments. Based 
on these characteristics, XR raises the question of realism,  
anthropomorphism, and the effects thereof: namely, how much 
users accept XR experiences as part of reality and themselves  
and other users as unconditionally real.

As we detail below, digital identities created and used in the 
metaverse have peculiar links to real-world identities. While  
an avatar and other identifiers (e.g., name, voice) are connected 
to a single user, their digital twin (digital representation) may  
translate users’ physical characteristics and behaviors according  
to the specificities or limitations of the platform. In addition,  
users may choose distinct self-representations. Irrespective of 
whether a user’s avatar appears similar to or different from their 
real-life self, digital identities will define several aspects of  
life in the metaverse, including social interactions and  
communication, consumer behavior, interests, activities, and 
the ways in with commercial actors reach them, for example, in 
the form of targeted advertisements. This means that the identity  
a user creates in the metaverse is as relevant to their daily lives 
as their physical-world identity, which makes it a crucial  
subject of scholarship. We propose to address this issue by  
answering the following research questions.

1.   �How does XR technology, the continuous collection of 
personal data, and the use of generative AI impact the  
identity of a user?

2.   �What are the ethical and legal implications for user  
identity, and how does the widespread use of generative 
AI affect these?

Identity in virtual environments
Identity is a complex and multifaceted concept, encompassing 
how people perceive, define, and express themselves. Due to the  
proliferation of the internet, people’s real-life selves became 
mirrored by and extrapolated into online selves, establishing a  
digital component of identity. Digital identity, particularly 
within a virtual environment like the metaverse, includes various  
aspects of one’s virtual persona and how one interacts with  
others in these environments. It is comprised of many different 
components, including one’s virtual bodily self-representation,  
social interactions, behavior and personality, cultural and  
subcultural associations, and so on.

In establishing a digital identity, one’s virtual characteristics 
can be borne out of self-identification or one’s choice to express  
oneself based on a set of experiences, knowledge, cultural  
background, and behaviors (Sparks & Shepherd, 1992). It can 
also emerge from one’s social identity, which is adaptable and  
relative to one’s assimilation with social groups chosen by or 
assigned to them (Abrams & Hogg, 2010; Tajfel et al., 1971;  
Tajfel & Turner, 1986). Finally, digital identity can be linked  
directly to real-life bodily attributes. These elements of a user’s 
identity are translated into digital personas that define the 
ways in which they are represented and perceived in virtual  
environments. A feature of the metaverse is that digital  
identities will be interoperable between multiple computing 
platforms, offering the opportunity for one’s unique, defining  

features to be integrated into a single, distinct digital identity. In 
the following sections, we discuss the affordances of various  
XR systems and how they might contribute to and affect  
digital identities.

Bodily identity
Like the physical world, digital platforms offer sensory cues that 
transmit data about virtual environments which, in turn, allow  
their users to interpret and interact with those environments. 
The sensory cues available on current platforms are, however,  
generally limited to vision (sight), audition (hearing), and  
somatosensation (touch). Some consider visual cues to be the 
most important of the sensory cues (Hutmacher, 2019), and this  
sentiment has heavily influenced the development of traditional  
and emerging technologies like mobile, desktop, and XR 
devices. It is undeniable that the visual cues available on these  
platforms are rich and complex and are a substantial, primary  
contributor to a user’s bodily identity.

Possessing a virtual bodily self-representation (an avatar) is  
a prerequisite for interacting and being interacted with in a  
virtual environment. Virtual bodies define the location of users 
in a space, provide them with a reference by which they can  
determine their own capabilities for actions (affordances), and 
give cues to others about one’s actions and communication  
intents, to name but a few functions. The way users are  
represented can vary between a one-to-one replication of the  
user’s physicality via a simulated 3D model that is constructed 
based on a photo or video recording to simple, cartoonish rep-
resentation with a limited number of customization settings.  
Applications providing access to virtual environments often ena-
ble users to author, render, and realize the visual representation of 
their digital persona. This may include customizing their visible  
demographic, bodily characteristics, and looks. Such a feature 
challenges what is traditionally considered as identity, allowing  
users to reshape and recast their identities in many ways  
(Turkle, 1997).

When designing their avatars, users place importance on  
distinct characteristics and often express a diverse range of  
motivations for the design choices they make. Context and  
intrinsic desire often dictate the features attributed to a  
digital identity, and users often actualize idealized versions of  
themselves, create alter-egos, and push boundaries to explore 
identities that may normally be considered less socially desirable  
(Dengah & Snodgrass, 2020; Han et al., 2023). These choices  
can be attributed to many factors, from the intrinsic desire  
to assimilate with a particular social group to the simplistic 
desire to try out and experiment with a new look (Freeman &  
Maloney, 2021; Szita, 2022).

Digital identities in online platforms evoke more than a  
superficial change in appearance. Users may adapt different  
behaviors to align with characteristics that they have  
conceptualized and assigned to their new virtual identity  
(O’Meara & Szita, 2021)—a phenomenon known as the  
proteus effect (Yee & Bailenson, 2007). XR systems enhance the 
proteus effect in that they enable users to embody their virtual  
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self-representation; move with them, act with them. This  
allows them to experience a profound sense of presence within 
a virtual environment and an embodied connection to their vir-
tual selves. When a user embodies an avatar, they have the  
sense that the properties of their avatar’s body are the  
properties of their own biological body (Burin et al., 2019;  
Kilteni et al., 2012). There are varying degrees to which users  
experience the sensations of embodiment and presence, but 
there is consensus that both can be experienced to a significant  
degree under particular conditions in XR environments (Genay 
et al., 2022; Kilteni et al., 2012). Nevertheless, the sensations 
of embodiment and presence offer a unique connection between 
the user, avatar, and virtual world. In the metaverse, one’s digital  
identity will no longer solely exist as a profile within a  
screen-based desktop or mobile infrastructure, but will do as 
a simulated body that users can step into and use to interact  
with an environment that mimics certain properties of the  
physical world.

Risks associated with the visual bodily identity
The ability to choose one’s visual bodily identity is not  
without risks. The concerns are associated with a user’s  
relations to other—individual or commercial—actors in the 
metaverse. One such concern that must be addressed is the  
potential for comparison, unrealistic beauty standards, and  
negative body image, which may arise when users create ide-
alized virtual bodies. Already, images of filtered faces are  
disproportionately engaged with on social media (Lavrence 
& Cambre, 2020), and concern has arisen following a grow-
ing trend of patients requesting AR filter-inspired plastic surgery  
procedures (Ramphul & Mejias, 2018). Regardless of the 
degree of physical trait manipulation, embodying an avatar or  
applying a filter allows a user to try on different physical  
characteristics and live out interactions while possessing them. 
Research demonstrates that VR applications can be deployed 
in clinical settings to alleviate eating and weight disorders  
(Riva et al., 2021), but XR applications used in non-clinical set-
tings have the potential to have the opposite effect. Already,  
much blame has been cast on social media applications for a 
rise in body dysmorphia and eating disorders among adolescents  
(Rizwan et al., 2022).

Another risk to consider is the potential for users to experience  
dissociation, or disconnection, from their physical-world  
identities. Dissociation can result in identity confusion, and loss 
of control over behavior, thoughts, and emotions (Vanderlinden  
et al., 1993). In an early work discussing online virtual  
worlds, Toronto (2009) noted that overinvolvement in these  
worlds can result in dissociation, and in a review, Guglielmucci  
et al. (2019) confirmed that excessive time spent in virtual 
worlds is linked to a variety of dissociative phenomena like  
depersonalization and escapism. Users may find that they  
enjoy the impactful experience of embodying one or many  
different identities in XR applications, but this identity 
(re)construction may lead to addictions or other behavioral  
issues (Huang et al., 2021). Based on these findings, we may 
predict that involvement with a virtual identity over an increased  
proportion of one’s daily live may lend itself to irreversible  
extents of dissociation.

The risk of dissociation is also linked to the potential for online  
disinhibition to occur when a new identity is adopted in the 
metaverse. This happens when individuals self-disclose or act 
out more frequently or intensely than they would in real life  
(Suler, 2004). According to Suler, online disinhibition can  
manifest as benign and toxic disinhibition, with the contribut-
ing factors including dissociative anonymity and imagination.  
While some may feel inclined to commit acts of kindness, 
show generosity, or share details of their personal life (benign  
disinhibition), others may espouse rude language, harsh  
criticisms, threats, or engage in salacious activities that they 
would not otherwise engage in in the physical world (toxic  
disinhibition). Many findings (e.g., by Banakou et al., 2018; 
Gorisse et al., 2021; Johnston et al., 2023) suggest that adopting  
new personas in VR can influence one’s perspective and actions 
in real life, thereby online disinhibition could potentially affect  
the way an individual acts offline.

Adopting a particular virtual identity and engaging in  
identity-play also has the potential to garner unwanted atten-
tion. The concept of the metaverse and consumer-grade extended 
reality technologies are relatively new, but research has already  
demonstrated the landscape of embodied harassment. A series 
of studies conducted by Freeman and Maloney (2021) and  
Sykownik et al. (2022) demonstrate that users experience vary-
ing degrees of harassment based on the perceived age, gender, 
and ethnicity of their avatars, yet they still tend to recreate the  
attributes of their physical self. This removes the layer of  
anonymity that XR systems afford and leaves users, particu-
larly those of marginalized groups, susceptible to personal and  
disruptive attacks. While interactions in these spaces may 
resemble face-to-face interactions, these findings suggest that  
metaverse users can exhibit toxic disinhibition based on vis-
ible social identity markers, and with the increase of the time  
spent in virtual worlds, the effects of these on users—not least of 
children and adolescents’ social and mental development—can 
increase.

Ethical and legislative considerations for user 
identity
As explained above, the process of identity-building in virtual  
environments occurs through the socio-technical infrastructure 
of the platform and is subject to its specifications and modes of  
operation: digital technologies embed their specific norms,  
values, and regulatory mechanisms that define user behav-
iors (Celeste et al., 2023). To determine the ethical, social, and  
legislative implications of human identities in the metaverse, 
we can build on conclusions from social media use cases. These  
conclusions reflect that digital technologies and platforms are 
not just neutral intermediaries between users and the content  
generated by them. Rather, they contribute to shaping online 
communication, flow of opinions, trends, behavioral norms, 
and, importantly, the manifestations of identity (Gillespie, 2021;  
Grande Branger, 2023). This follows what van Dijck and 
Poell (2013) described as the social media logic; that is, the  
processes that govern users’ contributions, creative practices, 
and outreach. It also highlights the role of datafication, the  
methods for quantifying users’ social connections. This means 
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that interpersonal communication and engagement within digital  
social platforms generate data points displaying user networks  
and the trajectories of actions, messages, content, and the like.

To fully understand how technological affordances impact  
identity-building through the case of social media, we also need 
to consider online communication platforms’ business models.  
A common pattern among major social media platforms is  
user data monetization, whereby user data is used for targeted 
advertising, predictive analyses, and other forms of influence  
on individual users (Gillespie, 2021; Zuboff, 2019). Data  
monetization implies maximizing user engagement and  
content moderation or curation practices. In order to amplify 
the collected data points and thus raise the value of their  
advertising spaces, platform providers need to increase the  
number of users and the amount of time they spend on the 
platform. This is achieved by providing engaging digital  
environments that can extend or even replace spheres of  
socialization, even at the expense of marginalized social groups.

The implications of platform-mediated identity building
The key risks of building identities and basing social interac-
tions on them in digital environments like the metaverse will be  
analyzed through the following three key elements: the  
potential for manipulation, surveillance, and the limitation of  
users’ freedom of expression.

Digital multiuser platforms hold the risk of manipulating 
users’ identity-building to serve economic interests. Research  
on social media has already demonstrated how popularity metrics  
can have a detrimental effect on individuals’ self-perception 
and expression (Gonzales & Hancock, 2011; Grande Branger, 
2023). These metrics give rise to addictive reinforcement  
mechanisms, where individuals are motivated to repeat or adopt 
behaviors and appearances that are expected to elicit desired  
reactions. It follows, that the actions and looks of these users 
will also influence those who engage with them or follow them, 
leading to toxic behaviors or unrealistic beauty standards,  
which can increase the risk for low self-esteem or medical  
conditions, like eating disorders.

Design cues and system affordances in virtual environments 
can also lead users to think that they have a given set of options 
for customizing their experiences. This can happen through  
limiting choices or amplifying certain options, which can  
coerce people into decisions, for example, regarding their  
avatars’ looks, behaviors, and communication. Such practices  
have been demonstrated to trigger filter bubbles or echo  
chambers and the polarization of attitudes (Spohr, 2017). They 
also contribute user data being used for personalized (com-
mercial) recommendations that imbricate users in sophisticated  
stimulus-response mechanisms to steer consumer behaviors.  
This was demonstrated, famously, by the Cambridge Analytica 
case.

Trumping the way social media platforms’ business models  
have adhered to surveillance capitalism by monitoring and  
profiling users (Zuboff, 2019), virtual environments like the 
metaverse may collect a hitherto unseen range of personal  

data for commercial purposes (Bibri & Allam, 2022). This  
extends demographic data and personal identifiers by biometric  
signals, voice, movement, and other potentially identifiable  
physiological data collected through the integration of  
smartphone apps, biometric wearables (e.g., smart watches), 
motion capture suits, or brain-computer interfaces. This data 
can be used for predictive analysis. As it was demonstrated by  
Miller et al. (2020) and Buck and McDonnell (2022), an  
individual in virtual reality can be identified based on data like 
body motion, and that data points collected from one’s body 
motions can be used for predicting personal details, such as medical  
conditions or mental states. If users are unaware, such  
surveillance can lead to the unlawful collection of personal 
data. If they are aware, it may lead to behaviors that conform to  
situations where one is observed and hinder natural social 
interactions. But in both cases, such an extent of surveillance  
challenges the current definitions of personal data, and, conse-
quently, reflects the urgent need for outlining new frameworks  
for data protection of XR users.

It has been confirmed in previous research that social media  
platforms’ design and the governing companies’ business 
models can define users’ freedom of self-determination and  
expression (Jørgensen & Zuleta, 2020). In the case of virtual  
multiuser environments, it has also been pointed out that 
social interactions are outlined by an amalgam of interaction  
design, communicational affordances, and newly established 
social norms that impact the extent to which users can share their  
opinions, the range of verbal and non-verbal expressions, as well 
as outreach to other users (Kukshinov et al., 2024). This means 
that, because of functions like muting a speaker or teleporting  
to another location (i.e., leaving a potentially uncomfortable 
social situation), users can curate others’ expressions through  
technological functions in a virtual world. While this often  
happens to escape toxic behaviors, it also enables censoring other 
users. While these functions may have been designed to support  
the safe use of XR applications, they also provide space for  
developers, businesses, and investors (e.g., companies buying  
commercial space in the metaverse) to censor opinions that  
contravene their interests.

The role of developers in defining the range of customizations 
in virtual identities through avatar design or communication  
functions also holds the risk of delineating “legitimate” identities.  
Thus, for instance, if a platform only enables a binary choice 
of gender or lacks options for designing one’s avatar with a  
wide range of body types, bodily abilities, skin colors, or  
religious expressions, it will strengthen social biases and stigma 
against marginalized groups. In addition, users won’t be able 
to express the identities they desire to express, which will  
impact their social connections in virtual spaces, too. Based on 
this logic, businesses may encompass the power to define the  
boundaries of self-expression and limit the abilities of users to 
redress inequalities (Palladino, 2023).

The interplay between personal data and identity in the metaverse 
is another cause for disquiet. When individuals are granted  
unprecedented agency to craft and mold their digital personas,  
it can lead to questions about authenticity. The choice of  
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self-expression through avatars might empower individuals to 
explore and express various facets of themselves. This can be 
used for innocent purposes, like trying out a new gender identity  
or playing a different role in a virtual game. However, it can 
also reflect malicious practices such as catfishing (posing as  
someone else to deceive others), cyberbullying, or engaging  
in fraudulent activities. In addition, such fluidity of digital  
identities can also advance the spread of AI-driven fake avatars  
that can disseminate fake news or extremist propaganda, coerce 
users into buying certain products, or abuse personal data.  
Although this is far from a new phenomenon, having been  
observed on social media platforms, the unique affordances of 
the metaverse could nevertheless amplify the intensity of these 
malicious interactions, and could potentially increase their  
impact. Therefore, it is important to respond to this phenomenon  
on legal levels, for instance by compelling developers or  
commercial actors to disclose AI-generated identities.

Privacy concerns and solutions of AI use in the 
metaverse
In the context of the metaverse and other virtual worlds,  
AI provides diverse ways of creating digital personas. Recent 
developments in Large Language Models (LLMs), such as GPT 
4.0, and generative AI techniques have created new levels of  
eloquence and conversation generation that were heretofore  
impossible. These AI-generated elements respond to user input 
in real-time, which can enhance user experience (for example, 
chatbots or translation services), but, as we explained above,  
can also be malicious.

Trained by fine-tuning, prompt engineering, or enhanced  
external information sources, AI-generated avatars, language- 
based user profiles, and synthetic audio and video content, are 
often fully or partially based on personal data collected from 
actual users. The handling of massive amounts of personal data can  
impact the overall performance of metaverse systems, which 
not only affects user experiences but also demands high energy 
consumption and imposes storage, processing, and networking  
requirements. Although AI models can effectively infer user  
actions while minimizing the amount of data accessed, they 
are still generally trained on personal data deriving from  
platform use. Therefore, we argue, it is important for metaverse 
developers to strike a balance between the demand for user data 
and the need to ensure a smooth and seamless user experience  
while minimizing environmental impact.

Besides system-based and environmental impacts, a significant  
issue with AI-generated profiles in the metaverse is the 
increased difficulty of distinguishing them from actual users,  
which highlights the importance of data security, transparency, 
accountability, and responsibility. This is because AI-generated  
profiles are versatile as they accurately simulate human- 
operated ones and can rapidly adapt to situations, actions, and  
even conversations. Therefore, in parallel to developments 
in AI and the metaverse, new regulatory and practice-based  
safeguards are needed.

AI-generated profiles operate on the continuous collection,  
analysis, and storage of personal data, which could pose  

serious risks to user privacy in the metaverse. The sensitivity of  
personal data cannot be overstated, and it is of utmost  
importance that user privacy is protected alongside, and in spite 
of the benefits of, any real-time data analysis. Since the proc-
ess of creating digital identities involves personal data and  
AI technology, it raises important questions about privacy,  
security, and ownership of said personal data. Consent to the 
use of personal data has been long implemented in digital  
systems (e.g., cookie settings in web browsers, data collection  
policies to be approved in digital social networks). However, 
the amount, variety, and sensitivity of collected personal data 
are enhanced in XR-based systems, as we explain above, which  
require novel policies and technological solutions. A poten-
tial solution points to ways in which users can understand and  
manage their digital identities and maintain control over their 
personal data. Other, technology-based solutions include  
decentralized data sharing with federated learning and robust  
AI interference with privacy protection.

Federated learning is an innovative technique that allows  
machine learning to be performed on decentralized multimodal  
data (Huang et al., 2024). This means that the training of  
models can take place on data that remains on a user’s device, 
without requiring its transfer to a central server where it may  
become vulnerable to misuse or hacking. With the development 
of virtual reality systems, this technique has been assessed as 
a possibility to protect user privacy (Flores-Martin et al., 2024).  
By allowing metaverse applications, such as generative avatars,  
to run on data that remains on users’ devices, federated  
learning ensures that user privacy is preserved while also  
improving performance. It is particularly useful in the analysis  
and integration of biometric data, location, and gestures.

Conventional privacy-preserving mechanisms, such as anonymi-
zation or pseudonymization, do not provide a solid guarantee of 
user privacy. Meanwhile, the naive combination of advanced  
privacy mechanisms and neural network architectures  
may lead to unexpected model quality deterioration. For 
example, when using federated learning in an adversarial  
training process, the training of the AI model may fail to  
converge (Shen et al., 2023). AI inference can enhance various  
functionalities of metaverse applications, including motion  
detection and face tracking. However, it is important to ensure 
that large amounts of precise user data are not stored and analyzed  
when it is not necessary. By integrating a privacy-preserving  
mechanism into the AI model training and inference  
process, we can ensure rigorous privacy protection throughout  
the entire AI model training and serving stage in the metaverse.

Conclusions
The development of new technologies—including extended  
reality technologies, language models, and many more—often  
happens in a vacuum. Although developers may have a 
clear idea of a technology’s or application’s public benefits,  
economic interests often overshadow usability principles  
and the de facto implications on users, their wellbeing,  
privacy, or social and economic interests. In addition, end-users 
are often viewed as entities that engage with technologies in  
pre-determined ways (determined by the technological  
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affordances of UX design) rather than a community of sover-
eign and autonomic entities that not only use but also shape 
technologies and use practices. Based on these problematics and  
challenges, we argue for adjusting the ratio of performance-based 
and user-centric design to highlight how technology can aid  
human users.

The metaverse concept presents a massive immersive multiuser 
space for interpersonal connections, where people can socialize,  
learn, do business, etc. It is a direct descendant (or little  
sibling) of social virtual reality applications, which encompass 
3D immersive spaces but usually only for limited or specialized 
functions (e.g., concert venues, schools, cinemas). The metaverse 
promises a seamless connection between various immersive  
spaces and functions, where users appear behind a persistent  
virtual identity. As with all forms of digital presence, this  
identity inherently involves two key aspects: a digital repre-
sentation and digitally stored personal data. In the existing  
social VR applications, digital representation is highly depend-
ent on how an application is designed, and what adjustments 
and characteristics it enables. These limitations are often  
unavoidable or are necessary evils in enabling the presence of 
certain functions or seamless interactions. However, they often 
lead to the misrepresentation of certain bodily characteristics,  
abilities, or demographic markers, which may have negative 
impacts on user identity, marginalized groups, behaviors, and  
communication.

Privacy and data management in the metaverse carry profound 
human implications. As immersive multiuser environments  
encompass a growing range of people’s daily activities, it is 
imperative that we prioritize and address these implications  
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