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ABSTRACT

The aim of this research is to understand and compare the implications of recent technical
changes for the development and performance of three key component sub-sectors of the
primary information sector (PIS): the Information and Communication Technology supply
industries; Telecommunications services and Media services.

In this study, the author first reviews the most important economic theories explaining the links
between technical change or progress and economic performance (i.e. Neoclassical and Neo-
Schumpeterian / Evolutionary), as well as the relatively recent “New Economy” writings about
the latest wave of technological innovations. Secondly, the author adopts an historical and
evolutionary approach to examine the evolution of three main groups of activities representing
the PIS industries in the case of the USA. The study provides an account of the main technical
innovations but also the regulatory, organisational, managerial and stylistic changes that follow
and complete these innovations. These changes contribute to the creation of new industries and
markets and, in a fundamental way to the harvesting of their benefits.

Three key groups of activities are taken as case studies for empirical and historical analyses:
first, the computer industry, second, the wireline telecommunication industry, and third, the
audiovisual content and distribution media services.

In the case of the computer and media content industries, while providing an account of the
links between innovations and economic performance, the study also examines the evolution
from manufacturing-type activities into activities better described as services. In the case of the
wireline telecommunication industries, the author highlights the separation of different activities
into different modules and highlights the role of the regulator as current “system integrator”.

The perspective adopted in this research is critical of those approaches that rely on mainstream
economics to provide the main framework for explaining the effect of technical change on the
economic performance of these sectors. This study, rather, emphasises the necessity of using a
variety of theories to explain the evolution of these sectors. In addition to an historical and
evolutionary approach, this study proposes a re-defined version of Baumol’s theory of cost
disease (based on a notion of “creative inputs”). It also draws on relevant aspects of the service
economics literature and modularity theories (defined as a subset of theories within the
Complex Evolving Systems’ school of thought).
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Chapter 1 - Introduction

1.1. Why is the New Economy “New”’? A Brief Introduction

The term “New Economy” has been adopted by many analysts primarily to describe the
“internet revolution” and the establishment of internet-related companies and trading.
Alternatively and in academic economic papers in particular, this term is frequently associated
with the economic upswing experienced in the United States and some other developed and

developing economies from the mid 1990s.

This economic expansion is fostering and fostered by many characteristics such as rapid
technological change, increased transnational trade and de-regulation, a term commonly used to
describe the tendency for many governments to decrease their intervention in markets in favour
of self-regulation. Yet, it cannot be considered the most radical economic revolution, nor can its
peculiarities be clearly and fully defined for the simple reason that it is still unfolding as trends

of labour productivity statistics testify.

In this research, we will argue that the mainstream economic approach is not alone suited to
explain change and the economic performance of the information sector and that this latter
should be complemented by other theoretical frameworks. However, much of the current
understanding of the information sector and especially its role in shaping the New Economy is
purely based on neoclassical economic theories. To demonstrate this statement, we review a
number of models investigating productivity trends and explain how the recent statistical
changes are shaped by these models built on neoclassical assumptions. Moreover, we provide
some new arguments and report on many others demonstrating that many regulatory changes
are motivated by a vision of the economy based on manufacturing activities, producing
substitutable goods and introduced as a result of large Research and Development (R&D)
efforts.

However, the first evidence that the New Economy is a neoclassical concept can be found in the
choice and diffusion of this particular label. Nelson and Winter (1982) describe the neoclassical
doctrine, which they referred to as the orthodoxy, as a set of theories characterised by the
extensive use of mathematical modelling and (necessary) simplifying assumptions, such as
perfect information, the use of two commodities for illustrating economic dynamics and the
existence of a static equilibrium. Clearly referring to mainstream economics, they argue that a

theory “defines the economic variables and the relationships that are important to understand,
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gives a language for discussing these, and provides a mode of acceptable explanation.
Implicitly, therefore, a theory classifies some phenomena as peripheral, unimportant, and

theoretically uninteresting” (Nelson and Winter 1982 p46).

According to mainstream economics, historical analysis is not an acceptable methodology and
past economic revolutions, empirically unquantifiable because of a lack of consistent data, are

less important than the current one.

The terms “Digital Economy” or “Semiconductor Economy”, which represent attempts to label
the current economic momentum after the technologies that most characterise it, are less widely
used as is the notion of “fifth long wave of development” that gives this economic upswing an
historical dimension. Regardless of the importance of previous long term economic upswings
characterised by technical change and in spite of the radical changes that past innovations have
brought into societies in their own times, the current mainstream economic doctrine defines the

current economy as the NEW one.

The adjective “new”, however, suits well as a label for the current economic momentum for one

good reason,; this is that there is still a lot to discover about it.

1.2. Key Research Questions

Our contribution to this body of knowledge about the new economic momentum starts with a
review of key research questions and with the definition of some central terms. First, however,

we will begin by stating the overall objectives of this project.

1.2.1. The Broad Aims of the Research

Our primary objective in this study is to propose an alternative analysis of the relationship
between innovation and economic performance in the information sector and the influence of
the latter on current economic momentum. Our secondary objective is to promote the utility of a
multidimensional and multidisciplinary analysis of economic dynamics; in fact, we believe that
innovations are increasing the complexity of economic dynamics and the simplifications that the
neoclassical framework propose are better suited to explain the past, more homogenous
economic environment. In the current economic environment, using a more complex set of

theories represents a better strategy for understanding change.

1.2.2. Key Questions and Challenges

In order to reach the primary and secondary objectives, this project attempts to provide an
extensive analysis of several key research questions. Although these research questions are

intertwined and in the research they are dealt with together, for clarity here they can be divided
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into three subject areas: (1) the information sector, (2) the New Economy and (3) economic

theories.

With regard to the information sector, we attempt to address the following questions: how is the
information sector changing? What are the main innovations introduced in this sector over the
last twenty years and how is their introduction explained? What is the rationale for the success
of some inventions instead of others? What is the influence of these innovations on the
economic performance of the information sector and the industries included in this sector? What
are the effects of these innovations when they are applied to other economic activities? How do

we understand the changing information sector in the New Economy?

In an attempt to answer these questions, we make the following choices. First of all, we agree
with those neo-Schumpeterian accounts that see in the spreading of computerised technologies
the potential for a new long wave of economic development. Although it is difficult to define
the characteristics of a long wave of economic development while it is still unfolding, some of
these accounts already recognise the semiconductor industry as the motive branch and the
provider of the key factor (in this case, the semiconductor) at the core of the swarm of
innovations. Neo-Schumpeterian accounts also recognise the computer and the
telecommunication industry as the carrier branches, or the industries that make the most
intensive use of the key factor (e.g. Freeman and Loug¢a 2001). As we embrace this viewpoint,
we look for further evidence of the existence of this new wave of development as well as for its

characteristics.

Secondly, in this research we draw on recent work in the service innovation literature and make
the assumption that the role of the service sector is generally underestimated in economic
analysis and that the most common economic theory frameworks (mainly the neoclassical
school of thought, but also the neo-Schumpeterian) use the manufacturing sector as their main
model. Therefore, in order to understand contemporary change, we apply what can be defined as

a “service-friendly” notion of innovation.

The second set of research questions concerns the New Economy: what is really “new” about
the New Economy? How is the New Economy understood and why? How is the New Economy
(with its set of established criteria, policy and regulations regimes) affecting the evolution of the

information sector?

The third set of questions concerns the role of economic theories and they comprise: what are
the theories that best help us to interpret the effects of new technologies on the current economic

momentum and why? What are their shortcomings and strong points? What are the
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consequences of the understanding of the existence of a New Economy (and of its

characteristics) through the eyes of mainstream economists?

1.2.3. Definitions of Key Concepts

In order to define the Primary Information Sector (PIS, often shortened to Information Sector)
we adopt a narrower definition of the same concept adopted by others (e.g. Preston 2001).
Within the wider set of activities that Preston considers part of this sector, we choose three sub-
sectors: computer industry, telecommunication (both part of the ICT suppliers) and the media
(part of the core info-intensive industries). Many reasons justify this choice: the first is that the
chosen methodology requires a rather intensive historical analysis, and time constraints suggest
a selective focus only on some of the components of the PIS; the second reason is that among
the sectors Preston includes in the PIS, these can be considered the most innovative; third, they
play a fundamental role in neo-Schumpeterian accounts and fourth, these sectors all play a key

role in the New Economy debate.'

Moreover, we use some of the terminology concerning industrial organisation in a slightly
different way than mainstream accounts. These changes are motivated by the choice of making
these concepts more service-friendly. First of all, “industries” are considered here the sub-units
of a sector; they are business activities leading to the production of final or intermediate goods
or services. Sometimes we refer to “service industries”; in this case, we are only referring to the
business activities that provide a service, whether to the final consumers or to another
productive process, leaving out manufacturing activities. The concept of a service will be

extensively defined in Chapter Three, especially by drawing from Gadrey (2002).

Then we attach a particular definition to the concept of “activity”; in this account we refer to an
activity as a task, a sub-unit of an industry and a part of its production process. This concept of
activity is close to the idea of a “step” in the value chain of an industry: an activity is not
necessarily a standalone business, with a distinct owner from other activities of an industry or a
sector. In this regard, instead of looking at the mere production processes from a technological
perspective, we include questions of ownership, referring to an “enterprise” or a “company”

(alike) and to a conglomerate (a group of companies under the same ownership).

Moreover, in order to illustrate the differences between the components of the information
sector, we choose four case studies. These case studies are the computer manufacturing

industry, the wireline telecommunication industry, the wireless telecommunication industry (in

! For simplicity these sub-sectors of the PIS are referred to as “sectors”.
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Appendix E) and the audiovisual media service industry. This choice is motivated, on the one
hand, by the importance of these industries in New Economy discourses, and on the other hand,
by the various differences characterising each one of these industries and by the interesting

observations that come from their comparison.

These sectors present specific characteristics; among the most important, is the fact that the
computer industry is still characterised by an important share of goods manufacturing activities,
while nowadays telecommunication and media sectors are mainly services. Moreover,
telecommunication and media are highly regulated, while the computer industry is not, although
the influence of institutions played a key role in its development. Additionally, while all of these
industries are providing the technology and delivering the services responsible for the diffusion
of content (information, knowledge or entertainment), the media is certainly the sector where

the production of content plays the most important role.

The concept of innovation is another concept that is key to this research and so is worth briefly
defining here. In this project, the term innovation refers to any change undertaken within an
activity, leading to and/or having an influence on the generation of new - or the modification of
existing - product(s) produced or service(s) delivered. As explained in more detail in section
1.3.3 below, in order to use a notion of innovation that is “compatible” with the different
theoretical frameworks employed here, the choice has been taken to highlight and consider five
different dimensions of innovation: stylistic, managerial, organisational, technological and
regulatory. Moreover, various other concepts of innovation used in writings of the neo-
Schumpeterian tradition (e.g. the definition of radical or the incremental innovations, as

explained in section 2.3.2) are also employed here.

1.3. Methodology, the Main Assumptions and the Research Framework

After outlining the focus of this research project, we now describe how we intend to reach these

objectives and answer the research questions explained above.

1.3.1. The Methodology

In our analysis we focus on the United States; first, because this country is certainly the most
studied and influenced by this idea of a New Economy, as policy decisions and regulatory
changes testify. In a paper published in 1998 (therefore, about only two years after the change in
productivity trends) the influential Federal Reserve Chairman Alan Greenspan (1998) admitted
in a few words that although it was not yet clear whether the changed labour productivity trend
was caused by the adoption of new technologies, some observed economic dynamics (e.g. a

mild response of prices and wages to the strong performance of the real economy) had no
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precedent and were defying the current understanding we have of them. In this sense, the United

States may be said to be the first to experience a New Economy.”

The second reason justifying the choice of the United States as the objective of this research, is
the relative abundance and availability of comprehensive economic data and statistics at the
detailed industry level. The Bureau of Economic Analysis (BEA) and the Bureau of Labour

Statistics (BLS), among others, regularly release and update their full databases online.’

As noted above, as we recognise the complexity of the subject that is the focus of this research,
we decided to build a theoretical framework by drawing from a variety of theories. We did this
to better interpret the impact of technologies on the economic performance of the information

sector and the impact of the information sector on the New Economy.

Two other main methodological choices need to be defined here. First, we chose to comply with
the principles of evolutionary economics and as a result, to favour inductive reasoning. We
review historical accounts, compare the evolution of different sectors that are the main object of
this study, then use these observations to illustrate or expand the indications of my theoretical
framework. Historical accounts are mainly taken from academic books and papers. The most
frequently cited sources used to explain the evolution of the IT industry include the work of
Campbell-Kelly and Aspray (2004), Chesbrough (2005), Cusumano and Gawer (2005), Dedrick
and Kraemer (1998), Freeman and Loug¢a (2001), Holbrook et al. (2000), Langlois (2002),
Langlois and Steinmueller (2000), Lazonick (2005), Linden and Somaya (2003), Mayer, Anzani
and Walsh (2005) and Usselman (2004). On the other hand, the work of Arden (2004), Cannon
(2003), Fransman (2002), Hochheiser (1989), King and West (2002), Loomis and Swann
(2005), Melody (1997), Nadiri and Nandi (1999), Nall (1993) and Weber (2003) represent the
main sources of the account of the wireline sector’s evolution. Finally, the description of the
audiovisual media services’ evolution is mainly based on writings from Aksoy and Robins
(1992), Bielby and Bielby (2003), Christopherson (2006), Corn-Revere and Carveth (2004), De
Vany and Mc Millian (2004), Einstein (2004), Ferguson (2004), Gomery (2004), Maule (2003),
Parsons (2003), Prince (2003), Robins (1993), Scott (2004), Storper (1989), Strover (2005) and
Winston (1996, 1998).

% Even though this particular research is focussed on the United States, I intend to use the same type of framework in the future and
for my post-doctoral work, in order to analyse the evolution of the PIS in Ireland and other European countries.

* Moreover, these sources of data and indexes are characterised by a degree of detail in describing the economic trend of industries
that is superior, for example, the widely consulted Organisation for Economic Development and Co-operation’s (OECD) STructural
ANalysis (STAN) database.
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The rich information drawn from academic writings is integrated with the information drawn
from, firstly, the specialised press (e.g. Giardina 2007, Hallerman 2007, IT Facts 2004, Market
Wire 2004, The Economist 2006 and Waters 2004), secondly, writings produced by (former and
current) employees of the corporations whose transformations are described (e.g. Hundt 1994,
IBM Corporate Archives and AT&T 2006) and thirdly, official reports by governmental
organisations with relevance to the sectors researched here (e.g. FCC 2000, 2001, 2003, 2005a,
2005b, 2006, FCC Media Bureau 2006, Itven, Olivier and Sepulveda, 2000). Drawing
information from these last three different types is important for this research because of the
need for either long past historical or very recent detailed information about technical,
managerial, organisational, stylistic and regulatory changes. Most of the facts reported in this
research are drawn from at least two sources. In the rare cases when the necessary historical
information has been found only in one source, this latter is necessarily uncontested. We
understand that is a shortcoming of our approach. However, this is also somehow inevitable
given our interest in managerial and organizational changes in the industries of the information
sector: details about these are rare and mainly (if not, exclusively) provided by a company press

office or from by other “inside” sources, such as former employees.

The second choice of methodology concerns the use of empirical data to support my arguments.
In this respect, my main purpose is not to attempt to propose new techniques or criticise the
methodology used in other models. On the contrary, as the empirical exercises are mainly
complements to the arguments illustrated with historical accounts and justified by the theoretical
framework, where possible, we prefer the use of simple statistics or widely used indexes with
which we compute simple manipulations. In this way, the soundness of the arguments is less

likely to be undermined by the choice of the methodology of the empirical illustrations.

On one occasion, however, and specifically to demonstrate the unbalanced growth of creative
industries, we adapt a model firstly proposed by Nordhaus (2002) and later modified by Tang
and Wang (2004). The methodology is detailed in section 2.4.1.3 below.

1.3.2. About the Regulator and the Rationale for its Choices

In this research, it is argued that the regulator plays a crucial role in influencing the innovation
patterns of the information sector. In this section we explain how to interpret the regulator’s
behaviour and in particular, the rationale for its choices. In general, we include in the notion of
regulator all bodies, state or federal, with regulatory power over the information sector, the
most common being the Federal Communication Commission (FCC), the Government (and in
particular the Department of Justice), the Senate and District Courts. In particular and especially
in Chapters Eight, Nine and Ten when we discuss the fitness of the current regulatory

framework to promote innovation in the information sector and its rationale, we focus our
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attention on the FCC, the branch of the regulator responsible for the design of this framework

that evaluates and rules on various changes proposed by the industry.

The FCC adopts the principle of the public interest when it evaluates proposals and issues new
rules. According to this principle, changes are approved and carried out if they comply with the
FCC policy goals and if the “net effect” on the public interest is expected to be positive: i.e. the
potential benefits generated by the changes under consideration outweigh potential drawbacks.’
However, policymaking does not occur in a vacuum and the concept of the public interest which
a regulator draws upon can be shaped by its own position within wider political economic
contexts, its partiality to ideological arguments, and the institutional relationship between
politicians, policy makers and the economic interest groups that a regulator seeks to regulate. In
the majority of cases, these benefits and shortcomings cannot be exactly forecasted nor precisely
estimated or compared. For example, as we will explain in more detail below, when evaluating
the consequences of changes leading to increased concentration in the audiovisual media service
industry, the FCC gathers information from the industry or companies involved through their
proposals as well as various opinions from other parties through public hearings (e.g. consumer
associations, academics, etc...), then evaluates the trade-offs of such change in order to take a
decision. For example, when evaluating the merger between American Online (AOL) and Time
Warner Inc., the benefits of such a change include reduced costs through economies of scale for
the company, and potential lower prices and increased product quality for the consumers. The
drawbacks include a reduced diversity of sources of information for the consumers (see FCC
2001 and section 7.3.5 for a more detailed discussion). A key issue here, critics maintain, is the
relative lack of alternatives that a regulator has when the public interest is conflated with the
neoclassical distribution of commodities to consumers, and/or, when political support for
regulatory tools which may allow for more positive interventions to be taken are absent (leading
to regulatory capture). In these situations the regulator can only achieve its goals through

overseeing competition or timidly negotiating regulatory requirements that previously existed.

Because advantages and drawbacks cannot be mathematically compared, the FCC’s analysis
and interpretation of the consequences of such changes become highly consequential. In the
literature, we find two influential interpretations of contextual features which shape the FCC’s
interpretation of the public interest: the thesis of regulatory capture and the neoliberal

paradigm. Analyses of regulatory capture investigate the processes through which vested

* As explained in the FCC’s MEMORANDUM AND OPINION ORDER about the transfer of licences between AOL and Time
Warner Inc. “Among the major policies and objectives that may be affected by significant mergers are preserving and enhancing
competition in related markets, ensuring a diversity of voices, and providing advanced telecommunications services to all
Americans as quickly as possible. To gain approval, an applicant bears the burden of establishing that the potential for benefits to
the public interest outweighs the potential for harms.” (FCC 2001 p4).
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interests affect state intervention in different forms (Dal Bo 2006). For example, in a recent
literature review of mainstream economic models and political science theories, Dal B6 (2006)
explains that the following case scenarios may induce the regulator to favour certain institutions
and in particularly companies and industries: pressure from politicians who pursue selfish
objectives (Stigler 1971), the need to minimise complaints from certain firms and in particular,
from regulated firms (Hilton 1972) or bribes and threats from particular interests groups (Dal B6
et al. 2006). Moreover, the regulator can also take decisions based on biased information, as
company directors have a personal interest in increasing the equity value of the company they
work for, and this is what happens (although it might be only short terms) following a merger
and that is grounded in (over-)optimistic expectations about the synergies that can be generated

by the new company (Carpenter et al. 2003)

On the other hand, others suggest the problem of the “revolving doors” (e.g. Gormley 1979
cited by Dal B6 2006): officials with a past career in the industry or aspiring to future
employment in the industry are more likely to have a pro-industry biased opinion. On the other
hand, other analyses, especially from the political economy and political sciences perspectives,
identify the bias of the regulator’s decision in favour of the industry as arising out of the
existence of a dominant neoliberal doctrine. As argued by McChesney (1999), neoliberalism is a
political doctrine supporting free market policies encouraging private enterprise and consumer
choice, promoting personal responsibility and entrepreneurial initiative. Moreover, according to
this doctrine, the free market is the ultimate efficient allocator of goods and services, a role that
cannot be fulfilled by a central authority. However, according to its critics, although
neoliberalism has been promoted as an ideology of freedom and democracy, it actually supports
national and international politics maximally supportive of the extension of market relations
throughout all social affairs (McChesney 2001 cited by Jin 2008) and therefore favours big
corporations and rich investors. Moreover, the neoliberal doctrine envisages the retreat of the
state from critical areas of social life, including the communication arena where the state
historically was directly involved in building infrastructure, setting technical standards,

regulating market access and directly providing services (Mosco 2002).

In other words, according to the proponents of the neoliberal paradigm thesis the regulator is
“captured” but by the dominant ideology, promoting the role of the market at the expenses of
governmental intervention. Moreover, the neoliberal paradigm certainly has currency within the
communication industry, as suggested by the discourse we find in the official documents that
are utilised for this project. For example, the current strategic goals of the FCC always refer to
the information sector users only as consumers, implying that the satisfaction of their utility
comes before the satisfaction of wider social, political and cultural needs. Furthermore,

according to the FCC’s viewpoint, regulation is clearly secondary to the logic of the market: the
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FCC, for example, maintains that “that program diversity is best achieved by reliance on
competition among delivery systems rather than by government regulation” (FCC 2003 p72)
when there is no proof that program diversity is fostered by competition (see FCC2003 or Doyle
2002b).” Added to this, the regulator has the power to provide structural incentives or even to
impose a diversification of programming upon broadcasters in the same way it imposed public
interest obligations upon them in the past e.g. the fairness doctrine and fin-syn rules in the US.°
Therefore, although the possibility exists, the FCC no longer takes into consideration structural
regulation of media output in order to obtain the goal of product diversity, a scenario that is in

line with the neoliberal paradigm.

Consequently, acknowledgement of regulatory capture and the pervasiveness of neoliberal
ideology, represents a useful critical intervention and complementary to our account because,
first of all, it will allow us to provide wider contexts and rationale for explaining the regulator’s
choice. Secondly, both viewpoints are compatible with Nelson and Winter’s (1982) assumption
about the existence of an orthodox economic approach (which is a tool of the neoliberal
doctrine) and both critiques reinforce our assumption that mainstream economics has become
the most important source of inspiration for regulation affecting the information sector (i.e. in

Chapter Eight).

However, although in reality the regulator can be influenced by a variety of factors, obviously
there is no acknowledgement of external pressure, ideology bias or bribes in the various official
documents that the regulator publishes to inform the public opinion about its choices. As we
will argue, these decisions can be evaluated by the same basic concepts of mainstream
economics that inspire them. However, how important is economic theory in the formulation of
these decisions? Although the thesis of regulatory capture and the neoliberal paradigm imply
that economic theory plays a secondary and instrumental role in determining the outcome of a
wider choice, it still plays an important role in justifying this choice. It can be argued that the
peculiarity of media economics, and the particular economic characteristics of media
production, provide an important critical standard by which we can evaluate the application of
mainstream economic models to the media sector (Doyle 2002). In this research we propose to
present alternative concepts drawing from a set of theoretical approaches that, as we will argue,

are more suitable to understand the dynamics of the information sector activities.

* For example, Doyle (2002b) explains that concentration of ownership in the media can lead to increased pluralism, because in a
market with many competitors, broadcasters choose programs that can attract the broadest audience possible, while in a market that
is more concentrated, broadcasters have more incentives to deliver programs for smaller nice audiences.

¢ See Croteau and Hoynes 2001 for information about the regulations on Public Interest obligations.
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In order to explain how mainstream economics inspires these regulations, but also how an
alternative economic framework like the one we present in this research, can lead to different
conclusions, we introduce a third case scenario that may inform the regulator’s choices: the
economics of the Good Regulator. This is a normative concept based on the possibility of
positive application of institutional economic theory for regulatory use and wider social
benefits. Whereas the critical political economy and regulatory capture arguments are valid, it is
suggested here that the institutional capacity for regulation via sociologically informed
economic modelling presents a potential third way between neoliberal and regulatory capture,

and thus the possibility of an institutional third way.

The Good Regulator actively attempts to maximise the benefits of its “employers”, the citizens.
Moreover, the Good State and its “branch” the Good Regulator act to a certain extent as the
homo economicus, the imaginary “economic man” used to rationalise human behaviour by
mainstream economic theorists. Like the economic man, the Good Regulator is rational.
Moreover, by pursuing self-interest, the Good State pursues the wellbeing of the citizens,
because it is democratic. As a consequence, given the variety and the asymmetry between
citizens’ interests, when choosing between different courses of action, the Good Regulator
chooses the one that maximise the interests of the largest possible number of individuals.
Therefore, when a situation presents a trade-off between favouring the consumer or a company
(or a group of companies), the Good Regulator chooses to maximise consumer’s benefits

because consumers are the largest group.

However, in contrast to the idea of homo economicus, the good state is not “perfectly” informed,
but only ‘well” informed. With this difference in mind, what we would like to underline is that
the regulator, although informed, makes mistakes even if often in good faith. Situations are
understood and course of action chosen, not based on some kind of “absolute truth” like the idea
of “perfect information” implies, but grounded on contingent information and beliefs. This
specification is crucial to comply with the assumption that innovation is in fact evolutionary and
the result of a trial and error process. Last, the regulator interprets information through media

specific economic theory, because this is thought to be objective and impartial.

In other words, the Good Regulator is a normative attempt to realise positive economic
regulation in the public interest, or how the FCC should, but does not necessarily behave.
Blevins and Brown (2007, 2006), indirectly, provide a good illustration of the importance of the
Good Regulator, as they demonstrate how economic theory underlined regulatory decision

making more so than other political, social or cultural frameworks in justifying recent regulatory
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changes.” Moreover, according to Napoli (1999), the FCC is certainly not new to this kind of
procedure, as it has employed neoclassical economics as the primary analytical tool since the
mid 1970s. These authors criticise the dominance of the economic criteria and conclude it has

negative effects on society because economic values prevail over other social values.

In the present research we present a complementary argument as we attempt to persuade the
readers that this order of values does not stem from the use of economic theory per se, rather
from the adoption of a single economic viewpoint. We will argue that institutional economics
provide an alternative approach particularly useful for those decisions where the trade-offs
between benefits and shortcomings of regulatory changes cannot be quantified algebraically,
because, as Hodgson (2008) explains, this framework promotes an analysis that is openly
interdisciplinary, that recognizes insights from politics, sociology, psychology, and other
sciences. As such it provides both a critical standard and a potential alternative to the
neoclassical economic approaches that tend to undermine the positive potential of economic

regulation.

1.3.3. The Research Framework

In this project we choose different types of academic literature and specific theories so that
together they can be used to better define and characterise an economic trajectory of the
information sector. A trajectory can be characterised by first defining an origin and a point of
arrival; for obvious reasons, the trajectory in question is better represented as a continuous
motion, so we look at the history instead of the origin of the trajectory, and at the goal instead of
the point of arrival in order to understand and describe its direction. Secondly, we are interested

in explaining any important changes undertaken by this trajectory.

The literature review starts with the New Economy literature; this includes recent writings
generally based on neoclassical theories and considered developments of ‘“New Growth”
theories, focused on empirically demonstrating (or refuting) the pervasiveness and positive
influence of ICTs on every sector of the economy. In more technical detail, these accounts
mainly concentrate on labour and multifactor productivity growth and attempt to find a
correlation of their positive trend (which indeed is observed starting from 1996) with the

increase in investments in ICTs.

7 As these authors explain, in 2003 the FCC decision to relax the rules about the concentration of ownership in the information
sector was taken following the publication of the results of 12 studies about the implications of increased ownership in the
information sector on diversity, localism, and the changes in the level of competition in the market involved. Of these 12 studies
commissioned by the FCC, three did not cite any literature; one had few references to communication writings, while the other eight
were purely grounded on economic literature.
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We find this literature pertinent and important in the formulation of our research questions
mainly for three reasons: the first is its popularity and its influence on shaping the concept of
(and the policies influencing) the New Economy; the second is because its authors, and more
generally all the other “growth accounting” economists, are the main advocates of the official
statistics methodology and these official statistics include the industrial and sectoral data which
we used for the empirical illustrations. The third reason is that it contributes to my attempt to
describe the economic trajectory of the information sector, not least when characterising the
speed and quantifying the effects of innovations on the economic performance of U.S. industries

and the economy more generally.

However, the concept of innovation in these accounts is heavily influenced by the notion of
technological change, or the use of new artefacts, and explained by the use of data series on
investments in new technologies. Innovation dynamics in this model are not only not service-
friendly, but are actually rather simplistic: innovation is (largely) said to be an exogenous
phenomenon and its own development is not considered. Moreover, most writings in this area
are focused on short term analysis and are not interested in the long historical series; the idea of
the goal, which is implicit in many writings, is defined as economic growth and the

maximisation of consumer welfare.

Given the fact that the information service sector is considered an important source of change in
that part of the (aggregate) economic trajectory named the New Economy, a theoretical
framework that is more focussed and better suited to describe innovation is required. Therefore,
in order to offset the limits of neoclassical accounts, we draw upon evolutionary and neo-
Schumpeterian theories, which recognise the multiple dimensions of innovation. Writings
within this school of thought are very descriptive of various types of change (according to their
roles and effects) and of the dynamics of innovations. As technological change is a very
important factor and the enabling feature of a long wave of economic development, this school
of thought often uses the concept of technological trajectory to indicate the evolution of
different technologies, and techno-economic paradigm, to indicate the economic momentum

that is characterised by the diffusion of a particular family of technologies.

Therefore, this literature’s contribution to the present project is fundamental; not only is the
description of the history of technology and economics important in characterising the current
economic momentum, but also in understanding the current and future shape of innovation. In
other words, the main methodological choice of neoclassical accounts is mathematical
modelling, then neo-Schumpeterian accounts draw upon the analysis of historical accounts to

provide a theory of the “evolution” of the techno-economic environment that can be used to
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understand present and future trends. As we make this methodology our own, we can now talk

here about explanatory elements of a techno-economic trajectory.

However, the theoretical framework needed to understand the history, goals and change of the
techno-economic trajectory of the information sector would not be complete if it were only
composed of neoclassical and neo-Schumpeterian accounts. It also requires insights of theories
that are more specific to the sector, which is the focus of this project. Both accounts described
above have the level of labour productivity as the centre of the analysis; investments in new
technologies are made to improve it and as a consequence, improvements of its level reflect the
status of the evolution of technologies. However, this might not be necessarily the case in the
service industries, in general, or in branches of the information service sector in particular. For
example, in the production of blockbuster movies, investments in new technologies are
generally made with the objective of increasing the quality of the products and the chance to
achieve higher revenues as a result of this increase in quality, instead of reducing costs of
production. In this case, productivity (at least in its essential and more “engineering” sense)

decreases as more money is invested in new technologies increasing the cost per movie.

Secondly, neoclassical and (most) neo-Schumpeterian viewpoints share the same idea of the
techno-economic trajectory’s goal: progress, in the sense of a “positive evolution”, is to be
understood here as economic growth and increased possibilities of consumption realised
through the search for profit. This viewpoint cannot be used to explain the goal of some service
activities; notably, there are many of these activities that are not profit seeking and whose
economic performance expressed in pure quantities that are made available for consumption, do

not necessarily explain the achievement of core objectives (e.g. health care and education).

Thirdly, both neoclassical and neo-Schumpeterian accounts present a version of the concept of
innovation largely shaped by the idea of the economy based on manufacturing and mostly
grounded on a notion of technical change which is the result of “formal” - financed with this
specific intent —-R&D. However, in this study we need to take into account further aspects of the
innovation process in order to explain change in the information sector, as explained below. For
example, innovation in the film industry can also be identified with a new style of narrating a
story. Similarly, even computer manufacturers rely on “soft”’-innovations; in fact, they do not
research and introduce new technological artefacts as many of them are only assemblers of
different components and consequently they rely on the component makers for new and
improved technical features. In fact, as illustrated by Dell’s success story, a computer
manufacturer can gain an advantage over its competitors as a result of changed organisational

settings and customer relations.
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Therefore, the relevant body of writings includes the service innovations/ service industry
literature. First of all, by looking at theories of service innovation, it is easy to identify and
understand the centrality of manufacturing activities in the mainstream economic theories and
thinking. As explained above, innovation is mostly identified with technological change. Given
the fact that formal R&D benefits from economies of scale, mainstream and neo-Schumpeterian
economic thinking support the idea that the bigger the company is, the larger the potential of
generating important innovations will be (unless a company finds itself in a position of a
monopoly). However, this is not necessarily the case when other forms of innovation are taken
into consideration. Moreover, even when it comes to understanding the current absorption of
new technologies, ICTs represent relatively affordable investments that even medium and small
size companies can put to a highly productive use (e.g. many of the current largest software

companies introduced important technological changes when they were very small businesses).

Therefore, as an alternative to the “loose” definition of the mainstream economic approach, in a
way that is consistent with neo-Schumpeterian theories and following the example of the service
innovations literature, we prefer to propose here a more structured notion of innovation and
choose to use five types of changes or “dimensions”, affecting the techno-economic trajectory.
These types of changes, which together form the notion of innovation used in this research, are

technological, organisational, stylistic, regulatory and managerial.

Technological change refers to the creation and use of new artefacts, while organisational
change defines modifications to the organisation of the production process and how the different
tasks forming activities and businesses are linked together. Moreover, stylistic innovation, a
concept borrowed from Schweizer (2003), provides a practical definition for understanding how
novel forms and shapes of content can be considered breakthroughs; regulatory change includes
new laws and regulations affecting the behaviour of industries and sectors, while managerial
change refers to all the other innovations introduced by businesses that are the result of
“informal” (i.e. as the result of managerial decisions, but not proper research) and/or non-

technical research (e.g. marketing choices).

Furthermore, mainstream economists suggest that potential economies of scale and scope are
also key factors for success in the New Economy (e.g DeLong and Summers 2001); the chances
to realise these economies and the extent of their effects are correlated with the size of the
companies. The wave of relaxation of concentration rules in the media and telecommunication
sectors find a theoretical justification in mainstream economic theory; in this case, the perceived

increased competition between industries (which is the result of the convergence of media)
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suggests that the benefits realised from mergers and acquisitions, the realisation of economies of

scale and scope and the increased pace of innovation can be passed on to the consumer.®

In this research we agree with the analysis of the service innovation literature regarding the
shortcomings of the mainstream economic thinking, which has been largely shaped around the
centrality of manufacturing activities. For notions and definitions of service activities this study
draws on the work of Hill (1999), Gadrey (2002) and Gallouj (2002). Moreover, the works of
Gallouj (2002), Wolff (2002), Miles (2001 2003) Den Hertog and Bilderbeek (2000), Schweizer
(2003) and Vourinen et al. (1998) provide the theoretical concepts explaining the importance
and the role of service-type / “soft”-innovations. In addition, illustrations and notions explaining
the importance of soft-innovations that are specific to the information sector are included in the

chapters dedicated to its evolution.

Furthermore, this study’s analysis of the current economic momentum is based on the
modularity literature. Specific to this research, what is included here under the label of
“modularity” is a sub-set of the literature on complex evolving systems which is directly
inspired by the evolution of the semiconductor and computer industries as well as some (rarer)
writings on complex systems dealing with service activities. We adapt the concepts expressed in
this literature, which highlight in particular the links between organisational change and other
types of innovation, so that they can be better applied to and provide interesting insights about

the service industry sector in general and the information service sector in particular.

The modularity literature suggests that, firstly, technological change increases the complexity of
goods produced (and service delivered); secondly, the characteristics of the goods produced
(and services delivered) define the organisational structure. Thirdly, that there are benefits in
separating tasks (i.e. creating systems that are modular instead of integrated), the most important
of these benefits being a higher (overall) innovation rate, starting from the simple principle that
the higher the number of specific tasks, the larger the number of simultaneous research efforts.
These research efforts are defined as “local” (and leading to modular innovations) and their
existence is motivated by the fact that complex systems are improved by dividing them into

small (and simpler) tasks.

Therefore, in an industry providing a modular system, such as the personal computer, different
companies (such as hard drive or peripheral manufacturers) are concentrated in producing
specific products, improving them and creating new ones providing the same (but improved)

and additional functions. The “space” of these companies’ research efforts has boundaries: on

 E.g. see FCC 2001.
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the one hand, their future products must be compatible with the system they are an extension of,
and, on the other hand, their functionality must be in line with the system’s developments. The
compatibility with the system is the prerogative of one or more special contributors: the
architect or platform integrator. This role is allocated to the companies or bodies that produce or
own the knowledge necessary to design the interfaces between components. In the personal
computer industry (i.e. the WINTEL platform) this role is assumed by two main companies:
Intel, the company that designed the standard as well as producing most of the hardware
interfaces between components, and Microsoft, the company that produces the most widely used

operating systems, which act as the interface between the hardware and other applications.

The second “limitation” to the creativity of the local (or modular) research is given by the
technological trajectory of the system: module producers have an interest to follow the
technological development of the system. The latter is certainly stirred by the platform
integrator(s), but it is also generally shaped by the improvements of its modules or, in other
words, by the combined effect of several, local research activities. Still following the example
of the personal computer system, the technological trajectory is currently designed by the
transformation from a pure office tool to a tool used also for personal use to communicate and
as a multimedia station. As a result, nowadays hard drive manufacturers have a strategic interest
in concentrating on research in order to deliver products with larger storage capacity (which
defines the modular technological trajectory). This is because given that computers nowadays
are increasingly used to experience multimedia (which defines the technological trajectory of
the system) and multimedia files such as music, images and videos, are much larger in size than

word documents and spreadsheets.

We apply these principles of modularity to other industries in the information service sector,
such as the wireline telecommunication industry and the audiovisual media service industry in
order to provide an alternative viewpoint on the role of the different stakeholders and on the
characteristics of the main technological trajectories of these industries so as to understand past
and future directions of innovations, as well as arguments on the fitness of recent regulatory

changes.

Finally, the literature review on service innovations that are specific to the information sector is
completed with a detailed analysis and reconstitution of Baumol’s theories of cost disease and
unbalanced growth. These theories represent one of the most ambitious attempts to describe the
general laws determining the impact of technological change on the economic performance of
different types of activities, including cultural activities. As we will argue, however, the actual

and potential implications of Baumol’s work have been much misunderstood.
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Fundamentally (and in his latest formulation) Baumol states that personal services and the
activities of the cultural industries are stagnant. This means that they do not benefit from
technological progress as most of the other “normal” and progressive activities do. As a result of
this and due to their particular technological structure, in the long run their productivity level
does not increase; moreover and in view of the mechanism highlighted by the theory of the

unbalanced growth, when compared to the average, their cost (and price) increases in time.

We review Baumol’s theories of cost disease and unbalanced growth as they were first stated at
the end of 1960s and how they have changed over time up to the latest version which dates from
the 1990s. Initially Baumol defines progressive and stagnant activities, as manufacturing and
services activities respectively; with the appearance of service activities presenting
characteristics of being progressive Baumol refined his definitions and explained that stagnant
activities are those that are either personal services or extensions of the live performance.
Nowadays, even this definition presents some grey areas as new technologies allow
“progressive” extensions of the live performance and some personal services, which requires the

interaction between users and providers, to be de-personalised” (e.g. retail and software).

That said, stagnant industries do exist, examples include the health and education sectors and
many activities within the cultural industries, and their status has not changed since the first
formulation of the cost disease. Moreover, not included by Baumol’s definition because they are
not “personal” nor an extension of the live performance, but present symptoms of stagnancy
(according to Linden and Somaya 2003) is the activity of designing semiconductors, and this
despite its affiliation to one of the most progressive industries of the New Economy. Therefore,
in this project we explain that Baumol had a very fascinating intuition. However, we argue that
the definition of cost disease concentrates on the effects instead of concentrating on the

principles. This theory needs to be re-defined and re-formulated in more unconditional terms.

As a result of this intuition, we can state that while technological change is increasingly
replacing labour with machinery and redefining its role, there are aspects of the human
contribution to economic activities that cannot be replaced by technologies. Using a simple
illustration and looking at the latest technological changes, it would be difficult not to agree on
the fact that computers and computerised technologies, although they have more memory and
they are millions times faster in executing any type of algorithm than the human brain, they
have no intuition and originality of thought. Therefore, we make an attempt here to define the
source of the cost disease in these terms and propose a creative input, defined as labour’s
originality of ideas, concepts and actions and the capacity of troubleshooting and finding

solutions.
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Creative inputs affect economic performance in the way Baumol (et al. 1985) describes
(asymptotically) stagnant activities: the more the quality and the quantity of an activity’s output
depend on the use of creative inputs, the more stagnant is the activity. Therefore, for argument’s
sake, if a thousand hours of human creative inputs are used to design new microchips resulting
in several million units of output, and the same amount of creative inputs results in the
production of a few hundred newspaper issues, this would mean that the latter activity is

expected to be more stagnant than the former.

1.4. The Rationale for This Research

Before concluding this introduction, we will explain the reasons for pursuing this research, for

choosing these particular research questions and for other high level choices.

The first set of arguments includes my personal background and interests. Most of my bachelor
degree in economics was characterised by the study of neoclassical theories. By the time of my
master’s studies, | had cultivated an interest in alternative economic thinking which is why |
undertook a master’s in development studies. In a few words, 1 agree with those economists
who find that the neoclassical framework and its supremacy contribute to undermining the role
that non profit activities exercise in society. I also observe in the current economic dynamics
that non-profit activities are expanding to include categories of activities (including commercial
ones, like retailers and banks) once exclusively characterised by the existence of profit seeking
companies. Therefore, I agree with those who advocate a change in the way we understand the
economy, that the current metrics of economic performance should be integrated with other

indices, indicating the fulfilment of other objectives as alternative to profits.

Ultimately, we agree with economists such as Amartya Sen (1999), who promotes the idea of an
economic system that is subject to the needs of citizens, instead of the mainstream idea of the

citizens being inputs of the economic system.

My interest in the information sector is also due primarily to personal reasons: before and
during my master’s studies, I worked as an Information Technology (IT) specialist for a large
computer manufacturer. During this period I learned to understand ICTs and their potential and
since then I have followed their development with interest. Moreover, I think that a full
understanding of the economic dynamics and technological trajectories of the information sector
is ultimately important in order to be in a position to interpret current economic dynamics.
Moreover, although this sector is the most important and celebrated of the New Economy,
because its industries are the main providers of technologies and content used in combination

with these technologies, given some of its specificities, the economic dynamics of this sector
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demonstrate that the mainstream economic approach is rather inadequate to fully understand the

operations and evolution of the latter.

These specificities, for example, include the fact that this sector is mainly characterised by
service activities, and that some of its activities, notably within the telecommunications sector
and the media, play the double role of profit seeking as well as providers of public services.
Moreover, the media industry is also characterised by the presence of strong externalities;
therefore, pure market-led choices have to be weighted by potentially undesired consequences

(e.g. the promotion of antisocial behaviour).

Finally, a study of this sector is interesting and important in order to understand general
economic dynamics because, according to neo-Schumpeterian accounts, it includes the motive
and carrier branches which are responsible for driving the process of innovation of the entire

economy for the entire length of a long wave of economic development.

1.5. Thesis Outline

In line with the arguments laid out in the previous sections, the next chapter includes a review of
the main neoclassical (with focus on the “New Economy”) literature and neo-Schumpeterian
accounts. After explaining their origins and their collocation among other economic theories, we

describe and compare their viewpoints on the idea of innovation and change.

Chapter Three completes the literature review but also introduces some of the original ideas of
this research: it starts by presenting theories of service innovations, whose contribution to the
understanding of the history of the techno-economic trajectory of the information sector and the
notion of change is fundamental. Moreover, it includes the presentation and the analysis of the
evolution of Baumol’s theories of cost disease and unbalanced growth, as well as the

redefinition of the cost disease as a consequence of the existence of creative inputs.

Chapter Three is completed by two empirical exercises whose aim is to demonstrate the validity
of the creative input as a source of economic stagnancy: after dividing and classifying activities
by adapting concepts of the service innovations literature, we demonstrate that activities that are
more dependent on the creative input are the most stagnant, first taking a sample of activities
within the cultural industries, and then by dividing all the economic activities of the U.S.

economy (except agriculture) between stagnant, asymptotically stagnant and progressive.

Chapter Four presents the first of the evolutionary accounts of the information sector. Each
chapter that is part of this historical review has a double objective: one common to all, which is
describing the evolution of the techno-economic trajectory by employing a common notion of

innovation, and a second one that is specific to the story presented. The first of these chapters
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contains a short description of the evolution of the semiconductor industry, but it is mainly
focussed on the computer manufacturing industry. It describes the evolution of this industry
from an activity characterised by its sales of high-technology products and by small and minor
service branches, whose main purpose was to support customers and increase the value added of

the technology sold, to an activity mainly focussed on selling services.

The most important point we make in this account of the “services-ation” of computer
manufacturing activities is that the change of focus from manufacturing to services is more
revealing than the change of proportion between revenue shares. In fact, innovation in this
industry is now more demand and service-driven and innovative efforts focus on the delivery of
new services, while new technologies are designed to be functional and to add value to these

new services.’

Chapter Five describes the literature on modularity. Although we consider this literature as a
contribution to theories of service innovation as it can be used to interpret and understand
change, the theoretical, economic dynamics it describes are deducted from changes in the
semiconductor and computer industries; therefore it follows the evolutionary account of the IT

sector of Chapter Four.

Chapter Six focuses on the wireline telecommunication industry and its regulatory changes. In
this account, organisational changes are compared to modular changes of a system, and the role
of the regulator is compared to the one of a system architect. In other words, we describe the
decisions of the regulator taken in order to put in place new interfaces or “rules of the game” in
the attempt to separate different activities (i.e. the modules) within the industry. The criteria
shaping these rules of the game are selected in order to offset the shortcomings resulting from
the separation of activities into different companies and/or different ownerships.'” The many
examples presented in the study of this industry, including the specifications of rules of the
game, justify the use of the modularity literature as an appropriate theory to understand change

in the service industry."

® This change of focus from manufacturing to service activities can be observed in the business models of many activities that have
been developed during the New Economy: for example, many software companies sell copies of their products rather cheaply,
sometimes at production costs, and generate most of their revenues from the services they provide with their products: training,
consultancy, technical support, etc.

1 For example, when long distance communication was a monopoly of AT&T, the knowledge regarding how the price of a long
distance communication was determined by the costs of the local loop and of the long distance network and in which proportion,
was tacit and privately owned by the company; with the separation of the two markets (long distance and local loop), this knowledge
had to become public information, for the use of many current and new potential communication providers.

' The evolution of the wireless telecom industry, on the other hand, is part of the appendices: this account is used to explain the
process and the advantages of different approaches leading to the formation of standards. Two main dynamics of standards’
formation are contemplated here: one where the central authority plays a bigger role in the standard selection and one where the
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Chapter Seven examines the case of the audiovisual media services. As in Chapter Six, we
compare the evolution of this set of service activities to the one of a system; however, in this
case the main objective of this service industry is to provide different types of experiences to
users, of which feature films exhibition, broadcast television, and home entertainment systems,
all represent a different kind. Providers of these different types of experience have in common
the use of audiovisual material, such as feature films or television programmes, as the main

inputs.

Chapters Eight, Nine and Ten present the conclusions of this study. The first of these chapters
focuses on the audiovisual media industry. Based on the account of the previous chapter, in light
of the suggestions of the modularity literature and the analysis of Baumol’s cost disease,
Chapter Eight delivers arguments which address the following research questions: what criteria
can we use to define “quality” in the delivery of media entertainment experience? From the
viewpoint of the final consumers, what are the advantages and shortcomings of a concentrated
sector as opposed to a sector where activities are more separate but interdependent? How are
these two models related to the existence of a cost disease? How is innovation fostered in this
sector? Does the new direction taken by regulatory changes facilitate the innovation process in

the sector?

Chapter Nine critically engages with some New Economy claims grounded on mainstream
economic analysis and provides a critique of these claims based on the analysis of the

information sector carried out in this research.

Chapter Ten, starts from a comparison between sub-sectors and presents a summary of the key
concepts and notions used to characterise the information sector and of the original
contributions presented in this research. These key concepts include the idea of technological
trajectory, the role of organisational change, technological convergence, mass-customisation
and the services-ation of information industries, as well as the role of the regulator. Moreover,
arguments explaining the shortcomings of merger and acquisitions between activities vertically
connected in the value chain of the production of information products are presented. This
chapter ends with an analysis of the shortcomings, and an explanation of the future

developments, of this research.

standard selection process is more market based. In order to characterise different forms of the two standards, the evolution of
several generations of mobile communications’ tools and networks, also between the US and Europe, are compared.
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Chapter 2 - Explaining the Impact of Innovation on the
Economic Performance of the Information Sector: a

Literature Review

*““economic theory learns nothing from economic
history, and economic history is as much
corrupted as enriched by economic theory”
(Solow 1985 p328)

2.1. New Economy Claims and the Need For an Historical Perspective: an Introduction

A lot of hope and expectations have been put into the developments of the Information and
Communication Technology (ICT) sector in the last few decades and their consequences for the
economic realm: technically grounded ideas such as Grosch’s Law (computer power increases
at the square of the cost), the famous Moore’s Law (semiconductor’s performances double every
eighteen months) and Metcalfe’s Law (the cost of a network increases linearly, the value

exponentially) have become classic leitmotivs of the financial and economic press.
As economist Paul David once wrote (1999 p2):

“Not since the opening of «the atomic age,» with its promises of power
too cheap to meter and threats of nuclear incineration, has a technology so
deeply captured the imagination of the public.”

Many recent changes in developed economies are deemed to be direct and indirect
consequences of the rapid technological innovations in new ICTs and their diffusion and
application in most, if not all, productive activities. This has been a particularly prominent
theme in recent studies of the United States (US) where the New Economy has seemingly
started and materialised (see for example DeLong and Summers 2002 or Nordhaus 2002). The
relevant changes include facts, such as an observed and empirically quantified low level of
inflation, increased production and employment especially in the second half of the nineties, and
claims which are trends that cannot be empirically justified or precisely analysed within a long-

term historical context.

A famous claim of interest here concerns the new role of regulators, as stated by DeLong and
Summers (2002). According to these authors, the economy is moving from ‘“Smithian”,

characterised by “rival” goods which cannot be consumed by more than one user at a time, and
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by competitive markets with constant return of scale, to “Schumpeterian”, where innovation is
the key factor for growth and increasing economies of scale are more frequent. Given the
growth of oligopolistic and monopolistic market structures in the “Schumpeterian” economy,
the model of automatic regulation of the market that leads to maximised consumer welfare is

only applicable to a lesser extent.

The New Economy is not a phenomenon or belief that is confined to the financial press and
economists’ academic writings; it is often associated or even identified with Globalisation, a
process debated in other disciplines to describe intensified space-time compression and a
tendency towards convergence and standardisation of cultures, languages, politics and other
elements in the social, cultural and political spheres. As explained by Mann (1997 cited in
Preston and Kerr 2001) the group of supporters of the Globalisation thesis comprises
sociologists, political and cultural theorists and business economists, who “agree about very
little” else except that contemporary changes are weakening the nation-state and the salience of

national identities (p473).

In this context, activities included in the Primary Information Sector play a key role. In fact,
semiconductor, computer, software manufacturers and telecommunication providers are deemed
to have assumed the role of new leading sectors as they create, use in the most efficient way and
deliver the latest innovations. However, these are not only taken as leading-edge economic
entities because of their fast increasing share of output. They are also assumed to have a
pervasive influence on the rest of the economy, not least as their products are thought to

increase productivity in every sector where they are employed.

The diffusion of information and knowledge is also playing an important role in shaping the
economic realm, on the one hand, but also contributing to the globalisation process on the other
hand. Thus, in order to understand current and emerging socio-economic developments, it is
important not only to study the sector that provides most of the technologies for the distribution
of information, but also the activities that create, package, distribute and deliver knowledge,
information or more generally content, such as the case of the industries within the media sub-

sector.

2.2. Theories of Economic Change: The Origins and Main Principles

There is certainly a large number of economic writings celebrating the New Economy as an
unprecedented event; here, we take the first step towards our goal of explaining what is really
new about the New Economy by (briefly) describing the origins and reviewing the main
characteristics of two bodies of literature we are going to draw from, in order to understand the

dynamics of economic change.
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2.2.1. Mainstream Economics: from the Classics to Neoclassical New Growth Theories

Firstly, this review considers the viewpoint of writings considered to be “mainstream” economic
literature. Many literature reviews (such as Hunt and Schwartz 1973; Hunt, and Sherman 1990;
Hodgson 1993) identify the fathers of the classical and mainstream approach with authors such
as Adam Smith (1776), David Ricardo, Thomas Malthus, John Stuart Mill (e.g. 1844), Jean
Baptiste Say (e.g. 1819), to name just a few fundamental contributors. These authors
investigated and expounded on important ideas in the field of economics, such as the laws of
supply and demand, the dynamics and the benefits of the market and the idea of economic
change. Their approach was multidisciplinary, drawing from humanistic studies in the fields of
philosophy, political sciences, but also, as Hodgson describes (1993) from more scientific

. 12
approaches such as the natural sciences.

The more modern neoclassical approach, which stems in part from the ideas of these authors,
has also been identified as the current “orthodoxy” by some of its critics (e.g. Nelson and
Winter 1982) because of its overpowering influence in the fields of economics, not only because
it provides the main source of inspiration for policies, but also because of its “academic” power
of defining the boundaries of the economic field in terms of “suitable” assumptions and

methodology.

Neoclassical theories, on the one hand, build from the principles of the classic authors
mentioned above, and on the other hand, they are characterised by the algebraic accuracy of the
theoretical background’s formulation, which is possible through the endorsement of
fundamental assumptions on human behaviour and on market dynamics. The most frequently
used neoclassical assumptions, according to Gomulka (1990), are: (1) a rational and perfectly
informed optimisation-decision-making process by all individuals, (2) the absence of profit or
loss by firms in perfectly competitive markets and (3) the existence of prices of goods matching
supply offers and consumer demand.”> However, not all of the writings that can be considered
neoclassical share all or all of the same assumptions. Many writings for example, investigate the
consequences that the relaxation of one or more of these assumptions brings to the model.
Nevertheless, while the assumptions of neoclassical models might vary, the separation of
economic dynamics from their more general “social” context and the centrality of mathematical
modelling for demonstrating these economic dynamics are common characteristics of this line

of thinking.

12 The author is aware of the high degree of imprecision of this very short literature “review” of classical economic writings. The
only purpose of this point is to introduce the review of the theories that are relevant to this research and to report the interesting
observation that classical economists had a multidisciplinary approach.

1> With the notable exception of public and “free” goods.
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A review of the work of classical and neoclassical authors, however, is not the purpose of this
chapter; as indicated in the introduction, its focus is to define economic change according to
different theoretical perspectives. According to mainstream economics, “‘economic evolution” is
fundamentally defined as economic growth and in more practical terms with the expansion of
the Gross Domestic Product (GDP), which is measured in monetary terms as either the sum of
outputs, revenues or value added of a country. The most recent studies analysing the dynamics
of economic growth within this framework are part of the research-area labelled “New Growth
Theories”. In more practical terms all models and theories which are extensions and\or

refinements of Solow’s (1956 1957) fundamental work are included in this subject-area.

In Solow’s (1956 1957) pioneering model he explains growth as the result of an increase of
capital (machinery or human) and a residual factor, which is supposed to include the effects of
the advancement of quality of the capital used, in addition to unavoidable statistical errors. In
the case of machinery and other equipment, capital quality is assumed to increase mainly as a
consequence of technical change, while, on the other hand, training, general education and
managerial decisions explain labour quality improvements. The quasi-totality of models that
follows Solow’s example are focused on adding more variables or re-fine the estimates of

capital and labour, in order to better explain this “residual element” .

In this regard, a very interesting classification method is proposed by Amable (1994). In his
paper, this author provides multiple criteria to classify traditional and New Economic Growth
models. The first criterion is the type of competition mechanism that is assumed in the
different models. This can be of “perfect competition”, as a result of constant returns and the
consequent absence of economies of scales or externalities, “imperfect competition”, which
normally assumes the existence of increasing returns to scale; or Marshallian externalities,
which denote the existence of externalities in a situation of perfect competition. The second
criterion is the main source of growth identified in the model. This can be the accumulation of
physical capital through investment (e.g. Solow 1956 and Rebelo 1990), technological
innovation and resources invested in R&D (Romer 1990, and Aghion and Howitt 1992), the
accumulation of human capital (Lucas 1988) or the role played by the existence (and
investments) in public goods and infrastructure (Barro 1990, and Barro and Sala-I-Martin 1992).
A third criterion, although not contemplated here, is related to the measure of growth, whether

this is measured in terms of output or utility.

However, there are many shortcomings identified with this type of approach and most of them
point at the traditional and general weakness of the neoclassical approach: unrealistic
assumptions and strictly binding conditions imposed by algebraic requirements. In fact, as

Amable explains (1994), all models rely on “razor’s edge” conditions that justify the existence
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of a steady state of growth. If parameters are slightly modified, the trend of growth explained in
the model can either collapse or explode. Moreover, one of the most important limits of any of
the model belonging to the neoclassical tradition is the fact that each considers one source of
innovation at a time. Of course, this is an important oversimplification of the dynamics of
change, which are manifestly a complex phenomenon and which seems definitely better
explained by approaches based on historical accounts. Indeed, these not only take into account
several factors, but also the environment outside the pure economic realm. As Robert Solow
explains in a paper relating economic growth studies to economic history, that given the limits

of analytical economic models, these should be used to (Solow 1985 p329):

“Organize our necessarily incomplete perceptions about the economy, to
see connections that the untutored eye would miss, to tell plausible -
sometimes -even convincing - causal stories with the help of a few central
principles, and to make rough quantitative judgments about the
consequences of economic policy and other exogenous events.”

Moreover, this set of theories does not provide an explanation for long term period of slow
economic growth, such has been the timeframe including the 1970s up to the beginning of the
1990s; the only explanation for such a phenomenon that can be worked out within the orthodox
hypothesis is a situation caused by external shocks, temporarily deviating from the equilibrium
trajectory of steady growth. Alternatively, economic accounts based on historical analysis
provide a structured theory of long-term waves of development, mainly dependent on

technological change.

2.2.2. The Neo-Schumpeterian Approach and the Analysis of Long Waves of Economic
Development

According to Dosi and Nelson (1994), the evolutionary line of thought represents an attempt to
adapt Darwinian principles of evolution to the field of economics. Generally speaking, firms are
seen as creatures struggling for survival in a competitive environment; the “fitness” of the firm
will determine its survival and the survivors will influence the environment. More specifically
the main characteristics of this type of account, according to these two authors can be
summarised as follows: it implies an analysis that is expressively dynamic, meaning that the
explanation of something is to be looked for in its development; such explanations accept the
existence of random elements that have an influence on variables, but also the existence of
mechanisms that systematically deal with variations. Models in the evolutionary approach
assume a system of discovery based on imperfect learning, or in other words, mistake-ridden.
Some key fundamental works in this line of thought include contributions from Nelson and

Winter (1982), Winter (1984), Dosi (1988) and Dosi and Nelson (1994).
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Moreover, evolutionary economic theories can certainly be said to have a strong inclination to
be comprehensive economic analyses of historical trends, and to use the analysis of past events
as a starting point and fundamental framework for understanding current and future
developments. Therefore, most writings provide theories and models that are not as abstract as
in the neoclassical approach as they are backed up by illustrations of past events; in most cases,
therefore, these theories and the models do not require the same type of simplifying assumptions

used by neoclassical models.

Those evolutionary economic accounts that focussed on the study of macroeconomic dynamics
provide the theoretical background, the economic rationale and causal explanations for long
waves of economic development. These long waves of economic developments are structural
changes responsible for an output and productivity upswing and downswing for a total of 47 to
60 years and although Kondratieff (1928) was not the first to work on long waves analysis, as
his work followed the ones from Hyde Clark (1847), De Wolff (1925) and Van Gelderen (1913)
(Lou¢d and Reijnders 1999; Freeman 1992), his writings represent the most important and

pioneering contributions to their explanation.

There are many different attempts to explain the dynamics of long waves; for example, among
these are new accounts of the Marxist tradition. These accounts look at tensions between social
classes or as the result of power struggles for the explanations of long waves of economic
development. The most important analysis within this type of approach was formulated by
Mandel (1992) and by the “Regulationist school” led by French economists Aglietta, Boyer,
Mistral and Lipietz.

Kondratieff is also thought to have had a fundamental influence on “Schumpeterianism”; firstly,
because, as Freeman (1992) points out, not only did he pioneer the quantification of long wave
cycles with modern statistical methodology, but also, he was the first to explain the dynamic of
the long waves with endogenous factors, a characteristic that seems to be a common principle in

both Schumpeterian and neo-Schumpeterian thinking.

According to Clark (1985), Schumpeter’s main line of argument has changed during his career.
Starting from a viewpoint that is compatible with a neoclassical approach, notably in his
“Theory of Economic Development”, Schumpeter (1911) argues that economic development is
pushed by “heroic entrepreneurs” investing in innovative technologies in the search for profits.
The process of diffusion of the new technology and the competitive environment, clearly
following a neoclassical scenario, cancels out any profits in the short-medium term. The later
Schumpeter, author of “Capitalism, Socialism and Democracy” (Schumpeter 1942), departs

from the idea of perfect markets. As Clark reports (1985), R&D plays the crucial role of
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indirectly fostering economic growth, through innovation. Moreover, R&D is associated with

large enterprises and monopolistic or oligopolistic market structures.

From Schumpeter’s heritage a new set of literature, influenced by Marxist and neo-Marxist
analyses, and with aspirations of providing a contribution to macroeconomic theories, was born.
Some of the most important writings in the neo-Schumpeterian tradition are certainly the works
of Freeman and Soete (1997) and of Freeman with Lougd (2001), where the authors present
historical descriptions of the waves of technical changes that have marked the four (and the
beginning of the fifth) different Kondratieff waves; the work of Perez (1983 1985 1986) and
Freeman with Perez (1988), on the other hand, are often referred to as the theoretical
frameworks for these historical analysis. As mentioned above, this type of analysis relies on the
study of past trends to explain current and future developments; moreover, they focus on the
role of R&D and innovation as a key element for progress and on the interaction between firms,

society and institutions.

2.3. Producing Growth and Increasing Welfare through Technical Change and Innovation

After having briefly characterised neoclassical and neo-Schumpeterian accounts and their
origins, it is now time to turn to explain and compare “how” innovation affects economic

growth / evolution according to these sets of theories.

2.3.1. Innovation, its Sources and Effects According to Neoclassical Theories

First, we start by presenting the main economic questions and problems which became the
subject of a literature that originates from the neoclassical New Growth Theories and that we
refer to as the Productivity Literature; second, we move on to introduce two of the main
frameworks that are used in these studies and a third that, although much less popular, is used
later on in this research to demonstrate the existence of a Baumol Cost Disease. Thirdly, we
summarize the results of this body of literature and illustrate its influence on the official (BLS
and BEA’s) productivity statistics. We end this section by highlighting the shortcomings of this
type of literature and the questions left open: questions that find answers in the writings of the

neo-Schumpeterian school of thought, which is the subject of the next section.

2.3.1.1. From Productivity Paradox to Productivity Literature
Productivity is possibly the single most important indicator in economics. As simply expressed

in the Economist (2000 p1):

“the main reason why the average American today is seven times better
off than his counterpart at the turn of the century is that he is seven times
as productive.”
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As outlined by Federal Reserve economists Steindel and Stiroh (2001), textbook economics
suggest that productivity growth and growth of real wages are equal. This happens of course in
the theoretical framework with one good produced and constant returns of scale; however in the
real world, productivity trends and real wages are positively correlated. This relationship can be

weak in the short term but is normally stronger in the long run.

Productivity measurement not only is important to determine real wages, but more importantly
to determine a government budget: future inputs trends, such as labour and capital, are relatively
stable, therefore easy to forecast. Consequenly, productivity trends are key elements that need to
be estimated in order to understand what these (easily predictable) future inputs will produce

and what (taxed) proportion of this production will be available for a government to spend.

However, more importantly for the focus of this research is another indication that the level of
productivity provides: the level of technological change. It is by referring to this meaning that in
the mid 1980s and following almost two decades of sluggish productivity growth that Solow
famously pointed out (1987) that “you can see the computer age everywhere, but in the

productivity statistics” (p36).

Already at the time, in the opinion of a large majority of economists, the diffusion of computers
was supposed to be at the origin of an unprecedented economic revolution; therefore explaining
the productivity paradox became the core research question of a (now) large body of literature

specialised on productivity trends.

This body of literature (the productivity literature) has the same roots, i.e. Solow’s fundamental
work (1956 and 1957), and shares many methodological aspects with the New Growth Theory
approach; however, it has a different focus. In fact, while New Growth Theory models try to
explain growth by comparing different countries and their evolutionary paths and focussing on
the question of economic convergence of the different countries, the productivity literature,
alternatively, develops Solow’s model in order to look into the weight and importance of

different factors in determining productivity trends.

Contributors to this literature mainly share the same few basic models; examples of these
models and of the methodology used are presented below. Also explained in more detail below
is that the main difference among these studies is the way in which estimates of capital and
labour, which incorporate qualitative changes, are calculated. These models are the result of the
pioneer works of Denison (1962) and Jorgenson and Griliches (1967) who, according to Gordon

(2000a), were the first to try to include quality in their inputs’ estimates.
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Some of the most influential writings of this school of thought include writings from Jorgenson
and Stiroh (2000), later also in collaboration with Ho (2002), Triplett and Bosworth (2003) and
Federal Reserve economists Oliner and Sichel (2002) and Gullickson and Harper (2001)."

These papers try to measure the impact of the ICT industry on the economy, with the underlying
hypothesis that productivity trends are currently underestimated and that the ICT sector has had
a bigger impact than the one measured by the current “official” methodology (i.e. of the Bureau

of Economic Analysis — BEA).

Alternative in some respects but certainly influential, is the viewpoint provided by Gordon
(1999, 2000a, 2000b, 2002). Using different estimates of (quality constant) inputs of capital and
labour and longer time series starting from before 1959, he suggested that the change in
productivity trend observed from 1996 was mainly the result of a methodology change, but also
explained by a favourable business cycle. His hypothesis stemmed from the belief that the
effects of the ICT industry on the overall economy were of minor importance compared to the
consequences of the “major” inventions of the past, such as the steam engine or the electric
light, and that the claimed “New Economy” was of a more modest extension than the economic

revolutions that have been fostered by these inventions.

These writings were all published in the first years of the new millennium, when productivity
was growing, but the concept of New Economy was loosing ground following the dotcom crash

and the recession that followed the terrorist attacks of September 11, 2001.

In the next section, I present the current viewpoint of the official statistics that represent the

main source of data of writings of productivity literature.

2.3.1.2. The Productivity Trend Revival in the Official Statistics

As explained in more detail in the methodology sections, there are two main measures of
productivity: the first is a measure of output per hours worked and is normally referred to as
Average Labour Productivity (ALP). It is an estimation of the average capability of human
capital of producing a given output. The second measure, Total Factor Productivity (TFP or
Multifactor Productivity MFP) is the measure of the “residual”, the increase in output that is not
the result of increase in the quantity or the quality of capital and labour employed. As a result, it
is commonly identified with a general concept of “level of technology”. However, given that
this measure is estimated as a residual, it also incorporates all the other changes that are not

captured by the other factors: economies of scale, any unaccounted inputs, resource allocations,

' See Stiroh (2002) for a literature review of the subject.
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and also measurement errors and potential bias due to approximations (Steindel and Stiroh

2001).

It is recognised that productivity trends have an important cyclical component and they can vary

significantly from one year to another.

In the long run, productivity always grows; therefore data indicating the average productivity
trend from 1948 to today will just provide a poor piece of information. What is more interesting
is to compare productivity trends to economic analysis and determine why in some periods this
growth can be faster than in others; it is useful to break down productivity time series into
intervals. The choice of this interval should be taken in order to represent economically
consistent periods; however, this choice is subjective and of course it determines the magnitude

of the average figures.

Here the choice has been Table 1: BLS Productivity Measures, 1958-2006

made to (roughly) follow Average % increase per year

Steindel and Stiroh (2001) Intervals Output per Hour Multifactor

in their choices of intervals (ALP) Productivity

and to apply these intervals 1958-1973 2.82 1.96

to currently available BLS 1974-1995 1.40 0.39
1996-2006 2.70 141

statistics. As reported in

table 1, ALP grew by 2.82 Source: Averages are own calculations; data available from

percent on average in the  puo-/aw.bls.gov, [retrieved July 2007]'°

period from after the war

until 1972/1973. Following these golden ages of productivity growth, the American economy
experienced a period of weak increase, reaching an average level of 1.40 percent per year
between 1974 to 1995. The revival of productivity trend, which provides the main argument for
the existence of a New Economy, according to the official statistics has started in 1996 and is
still ongoing. Since that year and up to 2006, on average, output per hours worked has increased
by 2.7 percent, a level similar to the one the American economy had reached in the much

celebrated 1960s.

Almost identical trends but different measures are observed when multifactor productivity is
considered. The annual increase of overall technological level was 1.96 percent between 1958

and 1973. This same measure dropped to 0.39 percent between 1974 and 1995; while the revival

'* The interval of the 1996-2006 MFP measure is calculated using a different Accounting System than the previous intervals.
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starting from 1995/1996 is then characterised by an annual level of average multifactor

productivity increase of 1.41 percent.

2.3.1.3. The Neoclassical Viewpoint on Innovation and Economic Performance: the
Productivity Literature

In order to explain how the productivity estimates just presented are calculated and, more
importantly, to explain the neoclassical viewpoint on innovation and economic growth, three
models are reviewed in this section. The first two of these models can be referred to here as (1)
the “sources of productivity growth model” and (2) the “industry aggregation model”. These are
two examples of established methodologies; many papers investigating on the effects of the
New Economy employ these models and differentiate themselves on the methodology employed

to compute the data series used as variables (e.g. capital services) in these models.

I label the third model presented here as the “Nordhaus” model from the name of its author; in
this model, the growth of productivity is explained as the result of three different dynamics or
effects. This model is particularly important in this research, as it will be employed below to

demonstrate the existence of the Cost Disease.
The Sources of Productivity Growth Model

The modern methodology used in this model for explaining the sources of labour productivity
stems from the framework proposed by Solow (1957 1960) and developed more recently by
Greenwood, Hercowitz, and Krusell (1997) (Jorgenson and Stiroh 2000).

As explained in the original Solow model, annual income can be explained by inputs of capital
and labour and a residual, calculated by exclusion, and representing a theoretical level of
technology allowing an increase of output (or income in this case) that is more than proportional
to the increase of inputs (capital and labour in this case). The clear problem of the original
Solow model is of course the absence of “qualitative-adjustment” ratios: from a theoretical point

of view, all investments are perfect substitute over time (Jorgenson, Stiroh 2000).

This model develops from the fundamental identity of the Production Possibility Frontier (PPF)
and relies on common neoclassical assumptions: these include perfectly competitive markets
and constant returns of scale in every sector; complete mobility of input factors capital and
labour, and the omission of any adjustment cost necessary to substitute capital (Oliner and
Sichel 2002). The PPF can be represented as follows (Jorgensen and Stiroh 2000; and Steindel
and Stiroh 2001):

(1) Y(Itact): A ’ X(Kta L[)
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The equation describing the PPF shows that the aggregate output (Y), which is composed of
investment goods (I) and consumption goods (C), is determined by the a production function
(A) which is applied on the aggregate input (X) composed of capital services (K) and labour

services (L).

In terms of growth, this identity can be represented using log-linear terms and by adding
weights. The growth of the (weighted) terms of output is equal to the growth of (weighted)

inputs and a residual term (Jorgenson and Stiroh 2000):

W, Alnl +W, AlnC, = V AlnK +V Alnl, + AlnA
2 . :
Share-weighted growth of Share-weighted growth of And Growth of
= n
outputs inputs TPF

Where W, is the investment’s average share of nominal output; W, the consumption’s

average share of nominal output; Vy , the capital’s average share of nominal income and V|, the

labour’s average share of nominal income. Naturally, the sum of weights is equal to one;

WJ+WH+Wt+Wt=L

An advantage of this model is that it allows a breakdown of different (but mutually exclusive)
sets of inputs and outputs: Jorgenson and Stiroh (2001) for example divide the total capital
services (K) into computer capital, software capital, communication capital and other capital;
while total consumption services can be broken into computer and software; non-computer or
software. This breakdown represents the first step to understand the sources of productivity
growth: for example, by calculating the contributions of the different factors, these authors
estimate that computer investments grew by 0.385 percent between 1995 and 1998 or the

equivalent of just over 8% of the total growth of Private Domestic Output (Y)."°

The most fundamental equation of the Source of Productivity Model is one explaining the

relationship between Average Labour Productivity (ALP) and Total Factor Productivity (TFP).

ALP can be defined as output per hour worked ory, =Y, /H, , where Y, is the output at time t

and H, is the total or hour worked, while the ratio of capital services to hours worked can be

'® As long as the components are mutually exclusive, different sets of contributions can be calculated: Jorgenson, Stiroh and Ho
(2002) and Oliner and Sichel (2002) for example use a similar breakdown of the contribution of capital services, while Jorgenson,
Stiroh and Ho (2002) “disaggregate” output into Information Technology (IT) investment goods, computer hardware, computer
software, communications equipment, and all other non-IT output.
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expressed ask, = K, / H, . These formulae are integrated in equation (2) and after manipulation

we obtain an expression for ALP’s growth that is the sum of different contributions is obtained

(Jorgenson and Stiroh 2000; Steindel and Stiroh 2001):

Alny, = Vi Alnk, + V(AlnL,-AlnH) + AlnA
@ Capital Labour Quality
ALP = ] + + TFP
Deepening Improvement

In other words, ALP is explained by the penetration and use of new and more productive capital
by workers (the capital deepening) plus labour quality improvements and the total factor
productivity, which, as described above, is not only the measure of the hypothetical level of
technology, but also includes the effects of factors that are not accounted for, because of the
way the expression is formulated and/or because of the model’s assumptions (e.g. economies of

scale and any unaccounted inputs).

Of course, all of the terms in the equation above are estimated; the equation is then used to
reveal the correlation between these terms. By estimating the terms of the equation, i.e. labour
and capital services, attempts are made to include “quality” and the methodology used to
produce these estimates, which according to Gordon (2000a) is built on the pioneer works of
Denison (1962) and Jorgenson and Griliches (1967), is actually what really leads users of the

sources of productivity model to present different results.

On the one hand and generally speaking, estimates of labour inputs are obtained through a
system of weights, built on relatively available and reliable data, which increases the quality of
the labour input according to professional experience and qualification. On the other hand,
including qualitative aspects in the contribution of capital to aggregate productivity measures
represents a much more complicated challenge. This challenge presents two difficulties: the first
is to capture in aggregate productivity the effects of increases obtained by a shift towards a
utilisation of more productive capital; the second, is to capture the effects of ameliorations of
the same type of capital over time. Both aspects need to be included in one time series (Steindel

and Stiroh 2001).

The solution to the second part of this challenge, or the inclusion of qualitative aspects of capital
assets over time, includes the use of deflations methods that incorporate quality changes.
Notably, in order to attach a value to the computer’s price series (and to other important IT

components) that could better reflect the rapid technological change, in 1999 the BEA adopted
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hedonic price measures for its official National Income and Product Accounts (NIPA) data. In
terms of effects on the estimates, the application of these measures considerably lowered the
trend of computer prices, so that, a computer today is several times cheaper than a hypothetical

computer dated ten years ago capable of the same technical performance.'’

The estimation of capital services which reflects changes in the composition and amelioration of
capital requires additional modelling. For a start, capital services are supposed to indicate the
use and benefits drawn from, or the marginal product of the current stock of capital; this stock
and its current value, notably, cannot be observed and has to be estimated. What is observed and
used to build the concepts of capital services are investments, which can be transformed in
qualitatively constant using the price deflators mentioned above, and tax rates. The latter of
these are used in combination with depreciation rates to calculate rental prices, which are used
as weights to aggregate the different types of capital. The use of rental prices as weights,
according to a methodology introduced by Jorgenson and Griliches (1967), is justified by the
fact that the bigger the marginal product of a certain type capital is, the bigger its contribution to
the aggregate level should be (Steindel and Stiroh 2001). In a situation of perfect competition,
as traditional neoclassical assumptions require, the marginal product of capital is equal to its

cost which in turn is equal to its (rental) price (see Appendix A for more details).
The Industry Aggregation Model

Another measurement technique used by the authors of the “measurement error” thesis to better
understand the evolution of the current productivity revival is a breakdown of the aggregate

multifactor productivity.

According to Jorgenson and Stiroh (2000) the industry aggregation model is based on Domar’s

work (1961). The fundamental relationship of this model is the following:
4) Qi =A. Xi(Kia I—ia Eia M.)

Where Q indicates the output; K the capital services; L the labour services; E energy and M the
materials of the industry i (time notation has been omitted for simplicity). After a short

manipulation, this equation can be expressed as follows:

) AInQ =W, AlnK; +W_ AlnL; + W AlnE; + W, AInM; +Aln A

17 Hedonic price measures exist for computers and peripheral equipment, semiconductors, pre-packaged software, and digital
switching equipment (Nordhaus 2002). Other changes to the NIPA methodology which are part of the 1999 revision include the
reclassification of software as a capital investment and the use of new data on banking transactions provided by the BLS to calculate
the output of the banking sector (Gullickson and Harper 2001).
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Where WI is the average share of the input I (K,L,LE or M) in the industry i; by assuming

constant returns to scale and competitive markets, W, +W, +W, +W, =1.

Domar (1961) first showed the relationship between this last equation and total factor
productivity growth. According to his methodology, the aggregate TFP for the economy can be
expressed as the weighted sum of the productivity of each industry, as expressed in the

following equation (Jorgenson and Stiroh 2000):

37
(6)A1HA=ZWi Aln A, where W, =%[

i=1

Pi,t 'Qi,t n Pi,t—l 'Qi,t—lJ
PY,t 'Yt R(,H 'YH

The numerator of Domar weights is based on a gross output concept: each industry’s output (Q)
includes the goods sold to the final demand as well as the goods sold to other industries as
intermediary inputs. Although there are other specifications of Domar’s weights, what they all
have in common is that, because of the use of gross output in the numerator (Q) and of the

aggregate output in the denominator (Y), the sum of the weights is bigger than the unity."®

This technique of aggregation is used to isolate the contribution of different inputs (Capital,
Labour, Energy and Material) to an industry’s productivity growth; moreover, it allows for the
calculation of productivity growth of each industry and its contribution to the aggregate TFP.
For example, this technique is used by Jorgenson and Stiroh (1999 and 2000) to analyse the
contribution of approximately thirty-five sectors (roughly the first two figures groups in the
Standard Industrial Classification - SIC -classification), and by Triplett (1996) and Oliner and

Sichel (2002) to isolate the contribution of semiconductors.
The Nordhaus Model

The model described in this section was first developed by Nordhaus (2002) and more recently
updated by Tang and Wang (2004). According to these authors, the rate of growth of real output

per unit or labour input X, , can be described as follows:
X

X
(7)9(Xt)=‘x—
t-1

'8 For example, another basic formulation of Domar’s weights, used by Jorgensen and Stiroh (1999), is the following:

V_Vi = PIQI / PyY , where PyY is the current dollar aggregate value added.
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And after reformulation, it can be decomposed into three different effects. This is represented by

the following equation: (Tang and Wang 2004 p425)"

® 9(X ZWt 1g( ) ZXt (As] +Z X;_AS| g( )

Where:

e X, indicates the real output per unit of labour at time t, at the aggregate level ( X, ) or

of the industry i, ( X );

e X_,is the labour productivity level of the industry i relative to the aggregate labour

productivity level at the beginning of the period, X| / X

. ASti is the change in relative size of industry i from t-1 to t, (Sti —Sti_l ), where
s' (defined as s' = p'l') is the labour input share (I' = L' / L), adjusted for its real

output price ( p' = Pi/P );

° Wi

,_; 1s the nominal output share of the industry i at the beginning of the period and

equal to XL]SL]

Three effects or contributions that compose the concept of aggregate productivity, defined here

as the growth of output per (thousands) of persons employed, are:

e The pure productivity effect, z Wt lg( ) Aggregate productivity increases because

productivity increases within industries. Industries’ contribution to the aggregate is
proportional to their size. In the Tang and Wang as well as the Nordhaus specifications

of the model, this effect is calculated as the weighted sum of the productivity growth

X — X, D (8{X{ =S X () D[S X = XD+ (sl = s)X
t-1 1M -

19 g X. )= t -1 _ ! i | =
( t) Xt—l Xt—l Xt—l

| Xt ! [S g ( X, ) + (S t—l )] Then by introducing th—l and AS: as defined above and by adding and subtracting

Z o l[t lg(X )] we obtain g Z Xt [:_lg(Xti)+Asti +A5tig(xti)];Then by introducing Wti_1

as defined above, we obtain equation (8) (Tang and Wang 2004 p426).
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rates, where the weights are equal to their nominal output shares at the beginning of the

period.

e The changes in relative size, Zi Xti_lASti : as Denison famously pointed out (1967, cited

in Nordhaus), aggregate productivity increases when there is a shift of resources from
agriculture to industry, or more in general, from low-productive to high-productive
activities, and this without any (“pure”) productivity growth at the industry level. This
contribution in the Tang and Wang specification of the model is calculated as the sum
of the weighted changes of relative size, where the productivity levels at the beginning

of the period are used as weights.

e And the interaction effect, as named by Tang and Wang (2004), or the Baumol effect,
as named by Nordhaus (2002) and defined by the formula Zi xti_lAstig(Xti ) This

contribution tries to capture any changes that are brought about by the combination of
industries’ slow productivity growth and increase of relative size, or industries’ high-
productivity growth and reduction of size. This effect is somehow the empirical testing
of the unbalanced growth theory and the effects of the existence of a cost disease as
described above. If the contribution is positive (as it is according to Nordhaus), it means

that Baumol’s prediction of unbalanced growth is not verified.

Indeed, the interaction effect provides a positive contribution to the aggregate productivity level
if, between the starting and the ending year of the interval under investigation, the relative size
of an industry shrinks and the productivity growth is negative or if the relative size of an
industry increases and the growth of productivity is also positive. As it is going to be explained
in more detail in the next chapter, any of these two last case scenarios work against Baumol’s
theory of unbalanced growth, as he forecasts an increase of relative size of the stagnant (and
slow growing) industries. On the contrary, a negative industry’s interaction effect on aggregate
productivity sustains Baumol’s hypothesis, as this is the result of a shrinking relative size and a
positive productivity growth or an expansion of relative size coupled with a negative

productivity growth.

As mentioned above, the Tang and Wang (2004) specification of the model is based on the
previous model by Nordhaus (2002). The main difference introduced by Tang and Wang is
based on the principle that real output price changes also influence the importance of an
industry in the aggregate Gross Domestic Product (GDP). Therefore, they try to capture a
“price” effect in the calculation of the series of weights named the “relative size” of an

industry, by multiplying industries’ labour shares (the “natural” approximation for the size of an

-5



industry when the object of the study is output per person employed) by the real output price of

an industry (the ratio between the industry price index and the aggregate price index).

2.3.1.4. The New Economy According to the Productivity Literature

Many papers have been written about the 1996 revival of productivity growth and its
foundations, using the same or similar methodologies already described. Here I report on the

main results of, and opinions expressed in this literature.

Those writings investigating long term productivity trends tend to agree on a number of points:
first, there was a period of sustained annual productivity growth between the end of the 1950s
and the beginning of the 1970s; then a period of slow productivity growth in the 1970s, the
1980s and the beginning of the 1990s up to 1995, when the productivity revival is assumed to
have started (Jorgenson, Ho and Stiroh 2002, Gordon 2000a, among others).

However, up to 2002/2003 the question of whether this revival was the result of a favourable
business cycle and therefore short term and temporary, or the beginning of a new Kondratieff
type of long wave of economic progress (and therefore long and structural) was one of the core
issues in the productivity trend debate. Crafts (2002), for example, suggested (although
implicitly) that ICT is at the origin of a structural change, as the aggregate productivity increase
generated by its use (at least in its early days, between 1975 and 2000) is higher than the one
triggered by the adoption of general purpose technologies such as steam in Britain (1780-1860)
and electricity in the US (1899-1929).

On the other hand, the most notorious supporter of the short term characteristics of the
productivity revival observed from 1995 was Robert J. Gordon. In his writings (1999, 2000a,
2000b, 2002) he provided mathematical evidence that recent productivity trends were in fact
cyclical and he argued that ICT was not a source of an economic “forward leap” like the big
inventions of the past. He suggested that new ICT has only limited capacities to expand people’s
capabilities (e.g. new powerful computers do not make people type significantly faster); that
new technologies mostly provide different versions of existing services (such as business
directories or shopping through catalogues) and that they are mainly used for leisure activities
(e-mails, chat, etc). He also suggested that new ICTs do not improve labour productivity, indeed
on the contrary, they are likely to distract workers from their tasks. His arguments seemed very
sound and consistent and they also seemed to resonate with developments unfolding at the time

they were published, i.e. concurrently to 2000 NASDAQ crash.

This view has been refuted by later studies, such as the recent writing of Jorgenson, Stiroh and
Ho (2004), which mentioned not only the 2000 NASDAQ crash, but also the 2001 recession,

the September 11 terrorist attacks, an investment bust, corporate accounting scandals, the war in
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Iraq, and rising oil prices. Besides all of these events with potential negative impact, these later
studies found a continuation of the steadily positive trend of the productivity wave initiated in

1995.

The combination of a widespread reduction of investments in ICT that took place during this
time of uncertainty and the observed increase of productivity estimates seemingly convinced the
formerly sceptical Gordon (2004) to accept the structural nature of the productivity wave and to

endorse the mainstream line of thinking.

The second piece of evidence from this body of literature is that the leading industries of the
ICT sectors, (i.e. semi-conductors and computer manufacturers, software publishers and
telecommunications) have contributed directly and in virtue of their own high level of
productivity growth and their increasing share of total output, to the acceleration of productivity

growth in the overall economy.

The third piece of evidence is that the increase in investments in ICT has been the direct

consequence of the progress of these leading industries and the steady reduction of prices.

However, there is an important question still open. This concerns the pervasiveness of ICT
based technological progress with respect to the rest of the economy. Even though this is a
question that the financial press seems to have already answered, most academic writing seems

to currently leave it open for lack of consistent evidence.*

Therefore, over twenty years after the publication on the New York times of Solow’s
Productivity Paradox, the productivity literature seemingly provided a choral answer to it: this
answer was that the effects of the computer age kicked in more than a decade later, from 1996,
and that the lack of productivity increase in the late 1980s was partly due to measurement
problems. Therefore, an imprecise share of the solution of the Paradox came from a change of
methodology that certainly inflated the latest productivity statistics, although according to some,

not in a decisive way.

Convinced of the pervasiveness of ICT investment to transform and ameliorate every productive
process, theorists adopting the neoclassical growth accounting model searched for correlations
between IT investments, output and other inputs; correlations that were missing at the time of

the Paradox. That is why, seemingly, most of the authors who regularly contribute to this body

0 Crafts 2002 is a notable exception; however he also suggests that the results he obtains using data showing the effects of general
purpose technologies such as steam, electricity and (as he suggests) ICT on the aggregate productivity level, should be used
carefully [“however, it must be remembered that the data that have been used to make these calculations are not entirely comparable
across these episodes” (p13)].
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of research naturally pointed out the need for better data and refined methodology in order to be

able to compute the estimates that would solve the Paradox (see Grichlies 1994, for example).

In fact, two main sets of arguments concerning the shortcomings of the economic data available
at the time of the Paradox and for another decade, were allegedly contributing to it: the first is
the underestimation of ICT investments; the second is the problem of measuring the
(underestimated) output of service activities. The ICT revolution was affecting mainly the
service industry and particularly the Financial, Insurance and Real Estate (FIRE) sector, which
was a big spender on new ICT equipment. As the service sector was notable for the slow
productivity growth, an increase in the speed of productivity growth in some of its industries

would have provided the decisive proof of the pervasiveness of ICTs.

As briefly mentioned above, following a general consensus on these two aspects in many
academic writings, the 1999 revision to the [USA] National Income and Product Accounts
(NIPA) tables introduced some important changes. These included: first, the reclassification of
software as a capital investment, second, the use of systematic hedonic prices to “qualitatively”
adjust the output of several industries deemed to be crucial to the perceived New Economy?'
(Nordhaus 2002) and third, the use of new data on banking transactions provided by the Bureau
of Labour Statistics (BLS) to calculate the output of the banking sector (Gullickson and Harper
2001).

The first of these changes recognized software as an important part of ICT and also boosted
equipment investment data over the past few years. The second of these changes is justified by
the need for “qualitatively”’-constant time series that are used to coherently compare old and
new versions of a good in analyses using time series. Economists, with the support of the
computer industry, therefore developed indexes that claim to better address the role or
significance of technological change in ICT-equipment. As the latest equipment is also the most
performing and given that the new deflators allowed to capture these improvements, the
application of these hedonic price series increased the share of new ICTs in the total output (e.g.
Landefeld and Grimm 2000) and increased the gap between (the value of) past and present

investments.

In conclusion, the first two of these measures were taken to address the first of the two problems
highlighted by the neoclassical growth accounting literature: the underestimation of ICT

investments. The third measure was adopted in order to provide a better concept of output for a

2! computers and peripheral equipment, semiconductors, prepackaged software, and digital switching equipment (Nordhaus 2002).
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part of the service sector; a part that was investing heavily in ICTs and expected to draw

benefits from these investments

2.3.1.5. Shortcomings and Questions Left Opened by the Productivity Literature

The productivity literature has certainly many shortcomings; most of them are in common with
the shortcomings of the neoclassical approach and specifically of the New Growth Theories, as
discussed above. Here I limit my observations to what this theory does not explain, which is

important to the subject of this research.

First of all the solution to the productivity Paradox that came specifically from this literature
was mainly methodological and applied to the official data. In fact, even according to the new
set of data published by the BLS, the average TFP growth for the period between 1988 and
1995, i.e. already in the middle of the computer age according to Solow (1987), is equivalent to
0.525 percent per year; a level which is in line with the average 0.39 percent increase of the dark
years or productivity growth (1974-1995). So, what changed all of a sudden, in 1996,
transforming ICTs into a productive investment? The productivity literature cannot provide an
answer to this question and this, simply because of its focus. For example, as Schreyer puts it

(2001 p49):

“Accounting is not explaining the underlying causes of growth. Growth
accounting and productivity measurement identifies the relative
importance of different proximate sources of growth.”*

Or, as Tuomi affirms (2004 p47):

“Growth accounting equations and equilibrium models are not causal
models. They can only show associative links between ICT investments
and growth. The observed productivity growth rates are purely empirical,
and the underlying theory does not make any claims about the causes of
growth.”

The neo-Schumpeterian literature, on the other hand, provides an analysis of technological
change and the causes of economic change. In particular, this literature provides a very logical
answer to the questions left open by the productivity literature. One of these questions, which
we are going to answer in this chapter by borrowing from neo-Schumpeterian approach, reads:
what is missing from the economic environment, in order for an important technology that is
already diffused and visible to have an impact on the economic performance of industries

investing in it?

2 Italic by the author.
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2.3.2. Innovation and Economic Evolution in Neo-Schumpeterian Accounts
2.3.2.1. The Neo-Schumpeterian concept of Techno-Economic Paradigms

Economic evolution according to neo-Schumpeterian and evolutionary accounts can be said to
be a virtuous circle of technical change and economic growth. In fact, economic growth here
has a closed causal relation with innovation and R&D. Moreover, contrary to the idea suggested
by the neoclassical approach, growth is not a positive and monotone trend, with accidental, un-
ordinary negative counter-trends, assumed to be a temporary gap from a hypothetical optimal

growth trajectory designed by the current stock of capital and technological capability.

The neo-Schumpeterian accounts that focus on macroeconomic trends explain economic
evolution through the dynamics of Kondratieff-type long waves, which they identify as the
“systematic” and natural evolution of modern society. The sources of the dynamics are
supposed to be endogenous. In this evolution, a key role is played by fundamental inventions,
one type of which becomes a key factor of a Kondratieff-wave upswing. Moreover, the relation
between sectors is also crucial to explain macroeconomic trends, and sectors are classified
following their role in the creation and diffusion of new technologies. In fact, Perez (1983 1986)
distinguishes between carrier branches, which are the ones making intensive use of the key
factor; motive branches, which are responsible for the production of the key factor and other
inputs that are associated with this factor; and induced branches, which are the result of the
growth and development of the carrier branches, but at the same time are complementary to

them.

As different innovations play different roles in the upswing of a long wave of development, it is
useful to classify them here according to their role and influence. Freeman and Perez distinguish

four different types of innovation (Freeman 1988b; Freeman and Perez 1988):

e The first are incremental innovations: they are the result of “learning by doing” and
“learning by using”, or more specifically the modifications proposed and elaborated by

engineers based on users’ feedback;

e The second are radical innovations: these are discontinuous events and are the result of

a deliberate R&D activity in private companies, universities and governmental bodies;

e Changes to the technology system: these are changes in technologies that affect
several sectors and contribute to generate brand new ones. They are normally described
as a mixture of radical and incremental innovations, coupled with organizational and

managerial developments;
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e Changes in the techno-economic paradigm: these are changes to the technology

system that are so far reaching that have an influence on the entire economy.

Like Schumpeter previously indicated, different types of innovations have a different type of
impact on the economy, and their importance and contribution change during the different
stages of a wave. Changes in the techno-economic paradigm are essentially necessary
conditions for an economic revolution to take place. Each new techno-economic paradigm has a
particular input or set of inputs that becomes the trigger and sustaining element of the new
paradigm. This key factor is understood to fulfil the following conditions (Freeman and Perez

1988; Perez 1986):
e Low and rapidly falling relative costs;
e Anunlimited availability of supply over long-term periods;
e The potential of being used profitably in many products and production processes.

The key factors gradually mature during the downswing of a Kondratieff cycle; while at the
same time the key factor related to the preceding wave and the products that have been
generated from it, loses “momentum” as the limit of growth and future development are
approaching. Investors start looking at the development of new technologies and are more ready
to take risks (Freeman and Perez 1988). Moreover, compared to Schumpeter, this approach
includes a further dimension: the evolution of social and institutional spheres. This added
dimension and its interaction with the industrial development following the introduction of the

new techno-economic paradigm helps to explain the existence of a downswing.

Perez’s (1986) account of the dynamics of long-term waves comprises the following: at some
stage, there is harmony between the techno-economic paradigm that has been maturing during
the downswing of the previous Kondratieff, and the socio-institutional climate. It is in these
conditions that investments are made so that the new paradigm is developed and fosters
economic growth up to a new peak. During this period there is a bandwagon effect and every
productive unit, one after the other, tends to apply what becomes the “optimal form of
productive organisation”. A new international pattern of investment, trade and production is
established. Society and institutions also adapt themselves. New statistical quantifications are
introduced to better understand the impacts of the new paradigm and the need of new adequate
policies change. The peak is a sort of economic frenzy while the new techno-economic

paradigm produces big success stories.
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As Freeman (1988b) reports, Perez’s idea of socio-institutional climate represents a
development of a concept put forward by the neo-Marxist tradition. According to Tylecote
(1992) the Marxist “regulationist school”, led by French economists Aglietta, Boyer, Mistral
and Lipietz, explains that a long-term type of economic dynamics is to be found in the complex
relation between “regime of accumulation” and “mode of regulation”. The first relates to the
capitalist firm, its techniques and methods and depends on technical change and advances, and,
the second to a wider society, its complex network of relationships and of check and balances. A
new innovation, such as the implementation of the Fordist regime of accumulation can provoke
the increase of the weight of profits and the reduction of wages, which consequently is
translated in a shortfall of consumer demand and a depression of the economy. The way out is a
new “mode of regulation”, which may include the strength of unions and or adjustment to the
welfare system, so as to recreate a harmonious equilibrium between “regime of accumulation”

and “mode of regulation”.

Going back to Perez’s explanation of the long wave, the downswing is triggered by the
exhaustion of new product and process investment opportunities associated with the new
technology and at the same time a halt to the development of the performance of carrier
branches. The capabilities of motive branches to maintain or further reduce the relative cost
advantage of the key factor are worn out. Various disequilibria manifest themselves in the
various markets (labour, inputs, money, equipment) as a result both of the contraction in the old
dynamics and the uncertain market trends generated by the new investment patterns. More and
more pressure is put on the central authority to find new means of stimulating and managing the
economy. Furthermore, investments in new technologies become less risky and more logical as

the power of the heuristics of the current/old paradigm has diminished.

As mentioned above, these types of accounts are built around the explanation of historical
trends. In fact, the model just mentioned above can be applied to explain the past five long-

waves as identified in the work of Freeman and Louca (2001):

e The first wave starts in the 1780s, has a peak around 1815 and then ends in 1848. The
key factors identified are iron, raw cotton and coal, while the techno-economic

paradigm is characterised by the water-powered mechanisation of industry;

e The second wave starts in 1848, has a peak in 1873 and then a downswing until 1895,
for a total duration of 47 years. The key factors are iron and coal, while the techno-
economic paradigm is to be identified with the steam-powered mechanisation of

industry and transport;
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e The third wave starts in 1895, has a peak in 1918 and a following downturn ending in
1940. Key factors of this wave are steel, copper and metal alloys, while the techno-
economic paradigm is characterised by the electrification of industry, transport and

residential homes;

e The fourth wave starts in 1941 and should have peak in 1973. The key factors are oil,
gas and synthetic materials, while the techno-economic paradigm is to be identified with

the motorisation of transport, civil economy and war;

o These authors assume the existence of a fifth Kondratieff wave, even if they cannot
provide at this stage a starting year or a peak. Key factors of this current wave are
integrated circuits of “chips” and the techno-economic paradigm is explained by the

computerisation (and the enhanced connectivity) of the economy;>

Therefore, according to this literature, the Productivity Paradox was a pro-technology
declaration that came at the beginning of a time even before the upswing, generated from the
semiconductor industry or the motive branch, and the carrier branches or the Computer and
telecommunication industries. The upswing is still ongoing as the positive growth of

productivity statistics are indicating.

2.4. Economic Accounts of Innovation and Economic Change: Some Conclusions

As we have mentioned in the introduction, we sought to review how some of the most important
economic theories explain the origins or the past, the goal and the dynamics of economic change

or a theoretical economic trajectory.

In summary, the mainstream economic approach does not carry out or rely on a comprehensive
analysis of past events and past events are not used to understand current and future trends in
any way. The goal of the economic change is economic growth and given that individuals are
consumers and their satisfaction is measured in terms of utility, which is proportional to
consumption, economic growth increases their satisfaction by increasing the possibilities of

consumption.

In terms of the causes of economic growth and in particular the contribution of innovations, the
neoclassical literature suggests that there is a correlation between investments in new

technologies and productivity growth. Its focus is clearly on technological change: writings of

» The author is aware that there is a debate within the evolutionary literature on the “shape” of the current long wave of
development. The terms of this debate include the date of the start of the wave or of the peak. These specific subjects do not
influence the answers we will provide to our research questions.
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the productivity literature expect and demonstrate that an increase of productivity is correlated
to investment in new technologies (although investments in ICT are not always correlated with

productivity increase, as some service industries reveal).

Nevertheless, still according to mainstream economics, technological change is not the only
source of the acceleration of production and productivity; there is an implicit notion of
innovation that includes technical change but goes beyond it. This notion of innovation,
however, is loosely defined and conceptualized as it is understood as any factor contributing to

realise an increase of production that is not the result of an increase in inputs.

On the other hand, neo-Schumpeterian accounts rely heavily on the analysis of historical events
in order to explain the current dynamics. They are focussed on the causal aspects of economic
dynamics and in this respect new technologies play a key role. In fact, they explain economic
change as a succession of techno-economic paradigms. Innovation is a concept that is broader
than technological change: however, this latter concept plays a primary role as it is the enabling
factor for the generation of a new paradigm. Many other factors however, influence the techno-
economic dynamics and these include, for example, regulatory and institutional changes, as well
as managerial changes, as companies and sectors get used to the new technologies as the

paradigm matures.

However, a theoretical framework that aims at explaining change in the PIS requires the
contribution of additional theories: in fact, even if the concept of innovation in neo-
Schumpeterian accounts is rather broad and not-only-technical, regulatory and managerial
changes are mostly considered part of socio-institutional climate, while the role of soft-
innovations within the industry is overlooked. Certainly, the importance of non-technical
innovations in the media industry is mostly ignored. Therefore, examples of the literature on
service innovations more focused and conceptualizing “soft”-innovations are presented in the

next chapter. Particular attention to those theories that well adapt to the case of the media,

Another factor of the analysis that does not suit all the industries of the PIS is economic growth
and consumption as a goal. Notably, the branches of the PIS have an influence on society that
goes beyond the economic sphere. Therefore a framework that can be used to understand the
consequences of change on several aspects of the lives of individuals or groups of individuals,

would lead to a more accurate understanding of the causes and reasons for this change.

The idea of exploring the advantages and different aspects of a general framework that can be
used to understand the changing roles and goals of the PIS was an initial part of this project. We
found many writings that conceptualise the goal of activities such as the media in ways that

challenge the mainstream economists’ focus on the maximisation of consumption. Most of these
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can be notably classified as part of the school of thought labelled the political economy of
communication. McQuail’s work (1992) on the notion of public interest, is probably the best
example of a theory that partly reflects the economic notion of utility, but goes beyond and
considers other basic human values such as freedom of speech and the right of an individual to
access the media, as a user and/or an active contributor. However, the idea of exploring this
subject in more detail has been abandoned due to time constraints and it has been referred to

future developments of this research.
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Chapter 3 - Creative Inputs and the Cost Disease of the

Media and Service Industries

“The only confident prediction about the future is

that it is going to surprise me” (Baumol 2007)

3.1. Introduction

This chapter’s purpose is to conclude the literature review necessary for constructing the study’s
theoretical framework. By doing so I provide, firstly, a practical notion of innovation,
describing its dynamics, and secondly, an understanding of the effects of innovation on the
economic performance of the PIS. In this section therefore I first of all present a definition of
service activity and then provide some ideas from the service innovation literature including a
definition of stylistic change. I then go on to describe the most important theories on the
economic dynamics of cultural industries: Baumol’s cost disease and unbalanced growth. Here I
provide the first original contribution of this research by retracing how these theories have
evolved through the years and then proposing a rectified version based on the existence of

creative inputs.

After this formulation I then furnish empirical evidence of the existence of a cost disease and
unbalanced growth in the economy, specifically within the media sector. I conclude with some
observations on the narrowness of thinking in the mainstream economic approach, in order to

further explain the choices made in the analysis of the PIS which follows this chapter.

3.2. Services and the Service Sector: Definitions and Characteristics

Services have long been defined as intangibles, non-innovative and low-capital intensive. This

definition erroneously characterises many elements of the service sector today.

3.2.1. Goods Vs Services

Nowadays goods are understood to be tradable, mostly tangibles, but also non-tangibles. As
Peter Hill (1999) explains goods are entities over which property rights can be clearly
established and therefore they can be easily exchanged. Because of these characteristics, goods
can be produced, distributed and used or consumed at different locations and at different times.
Furthermore, goods are generally tangibles with physical qualities and preserve their identity
through time: they are objects that are produced, stocked, distributed and traded. However, a

relative minority of goods is intangible; in fact, these particular goods, labelled by Hill as
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“originals”, are creative and/or innovative products of authors, composers, scientists, architects,
engineers, designers, software writers, film studios and orchestras (1999 p427). These originals
apart from having no physical dimension and being mostly marketed “through” other goods
(paper, films, tapes,...), comply with the other characteristics of goods. They also share an
important characteristic with public goods: the non-rivalry of consumption, which means that

one particular user’s consumption of this type of goods does not affect that of other users.

Services, on the other hand, are described as generally intangibles with no quality of exteriority;
they cannot be held in stock (Stanback 1979, cited in Gallouj 2002) and they cannot be
produced without the agreement, co-operation and possibly the active participation of the

consuming unit (Hill 1999).

3.2.2. From Gadrey’s Definition of a Service Activity to the Definition of Service industry

As mentioned above, the main criteria to distinguish goods from services cannot be identified
with the existence of exterior characteristics, as standard thinking suggests. In fact, as shown in
figure 1, an intangible good can have more in common with a service than with a tangible good.
Therefore, other characteristics must be taken into account, including the relation between the
producer and the consumer that the qualities of a product, either a good or a service, enforce. On
the one hand, this relation can be described as separated in terms of time and location, “distant”
and almost neutral in the case of goods; and on the other hand, this relationship can be described

as “close” sometimes co-operative in the case of services.

Figure 1 : Tangible, non-tangible goods and services. The main characteristics.

Relation between
Producer and Stock Example
Consumer

Exterior Characteristics of
characteristics Consumption

have physical

Tangibles  |qualities and preserve Distant and separated: | Can be held in

Goods their identity through Rival normally the relation is stock Car
time characterised by a

trade, which is carried
out by intermediaries

Nongsgglsbles Non-Rival Song

Have no physical Cannot he
quality ] held in stock
Services Depending on the Collaborative Banking

service

Source: various, as explained in section 3.2.

Therefore, an extensive and modern definition of a service has to highlight this latter aspect, and
certainly Gadrey’s definition of a service fulfils this requirement. Gadrey’s explanation of a

service stems from a work from Hill (1977 cited in Gadrey 2002). In fact, this latter describes a
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service as a change in the conditions of a person or a good belonging to some economic unit,
which is brought about as the result of the activity of some other economic unit with the prior

agreement of the former person or economic unit (Gadrey 2002 pp41-2).

Gadrey reformulates and details the relationship between these economic units, which he labels

A, B and C for simplicity. These economic units are (Gadrey 2002):
e A: The service provider, public or private, an institution or an individual;

e B: A customer or user; an individual or a household or a private institution or a nation

and either a final consumer or a producer itself;

e C: The reality to be transformed or operated on by A, for the sake of B: goods or

material systems, coded information, individual or organizations.

Gadrey’s (2002) definition of a service is then an operation, aiming at a transformation of a
reality C owned or used by B, with the operation carried out by a provider A on the request of
and often in interaction with B, but not ending in a final good likely to circulate independently
from C. Therefore, C represents a vehicle owned by B that is repaired by A; or money owned by

B that are transferred or managed by A and so on (see figure 2 below).

This definition is certainly comprehensive of all products of the service industry sector;
however the types of activities that are included in this definition, as well as the types of
activities that are considered services in official national accounts classification, are very much
heterogeneous. Therefore, one of the focuses of the service innovation literature is to divide
activities into more homogenous categories, so that dynamics such as productivity trends,
contribution to economic growth or innovation “routines” can be more efficiently analysed and

better understood.

One of the most important classifications of services is provided by the classic work of Baumol
(1967, and with Bowen 1966). This author, certainly one of the most prominent specialists on
the economic aspects of cultural goods and services or the field of the arts, is the originator and
main contributor to the notion of cost disease and the consequent theorem of unbalanced
growth. The evolution of his thoughts on the subject and explanations of his findings have been
reconstructed below in section 3.3 of the present chapter. Here, however, it is essential to
highlight his criteria for dividing economic activities into a progressive sector, or a sector where
innovations, capital accumulation, and economies of scale contribute to the cumulative rise in

output per person per hour, i.e. increase labour productivity; and activities said to be stagnant
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(or in later works, asymptotically stagnant), where labour productivity is marginally or not

affected by technical innovation and capital intensity (Baumol 1967; and with Bowen 1966).

As explained in more detail below, Baumol’s hypothesis derives from the observation that the
technological structure of some service activities is such that labour productivity cannot
improve. This statement stems from the fact that for some activities labour is an end in itself and

for most of these activities quality is directly dependent on the quantity of labour.

Figure 2 : Gadrey’s service Triangle
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Alternatively, Miles proposes a different

categorisation of service activities. His

research interest is more focused on

innovation in the service industry sector Source: the author, based on Gadrey (2002)

and on the role of services as innovators in

the economy. Therefore, by grouping
services by their “innovation routines” he distinguishes the following categories of services

(Miles 2001):
Physical services: which include all activities that maintain (as in preserving through

time) or transport (as in relocating through space) facilities, goods or people;

Human and person-centred services: which include all activities that aim to develop and
maintain social and physical well-being (health, education, etc...) and activities more
oriented to personal appearances (hairdressing, etc...) or to provide “home” comforts’
as commodities (hotels, catering, etc.. );
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o Information services: which include all activities that process information as their core
activity. These are divided into (a) mass media, (b) infomediaries, which are large
information “carriers” such as the telecommunication sector, and (c) knowledge
services that produce and interpret specialised information (such as advertising,

accountancy, consulting,...).

In a later work focussed on Knowledge Intensive Business Services or KIBS), Miles (2003)
details the different characteristics of activities included in this category. All these activities
have in common the fact that information (or more precisely “knowledge”, a broader concept
that includes “information™) is an important share of their output and inputs. The type of
knowledge assumed, process and produced, is the main element differentiating these activities.

In fact, he distinguishes between:

Services focussed on knowledge of competitors and (financial) market environments;

these are KIBS in consultancy, intelligence reports, financial analysis and forecasting;

e Services focussed on knowledge of consumer and client markets; these are KIBS in

market research, public relations and advertising;

e Services specialised in knowledge of technological options and implementations; these

are KIBS in systems integrators and technology advice services;

e And services specialised in knowledge of human resources; which are businesses

dealing with training, personnel and recruitment.

3.2.3. Services and Innovation

Other than intangibles, services have long been thought of as being non-innovative, but mainly
adopters and dependent on the manufacturing sector for technological change, as well as being
low-capital intensive. As Gallouj explains (2002), this conception derives from a vision of
innovation based and developed on a perception of the economy as fundamentally grounded in
the production of goods. In fact, this hypothesis draws from the neoclassical theoretical notion
of a production function and is limited to process innovation as incorporated to technical
equipment. As a consequence, innovation is somehow proportional to the size of fixed capital

and the level of R&D efforts.** Furthermore, the presumed low-capital intensity characteristic of

#* As explained by Gallouj, “The initial hypothesis underlying the compilation of the Frascati Manual is the notion that R&D is the
main source and indicator of (technological) innovation and that it is actualised by clearly identifiable specialists working within
clearly identifiable structures. Thus the indicators in the Frascati Manual have contributed to the underestimation of innovation in
services, since innovation in this type of activity is not necessarily technological and can be, and often is, realised without any prior
R&D.” (Gallouj 2002, 147)
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services is seemingly based on the evidence that these do not require the construction of

expensive and extensive production plants (Gallouj 2002).

According to this “old” conception Gallouj refers to, innovation mostly contributes to Science
and Technology (S&T) knowledge and originates from R&D but also from technical
improvements emerging from business operations other than research activities. However, this
concept does not include the non-technical, “upgrading” routines of the largest share of
economic activities, and consequently cannot be used to grasp the complexity of innovation
dynamics of advanced economies, especially in light of the changes brought about by the “New
Economy”. For this reason, Miles affirms that in today’s economy, innovation should not be
understood as just S&T based, but it can be aesthetic, cultural, social or organisational,
consequently innovation does not depend exclusively on technical and scientific knowledge, but

also relies on knowledge of markets and user requirements (Miles 2003).

Recent empirical studies show that there are a multitude of different investments that, together
with R&D, can be considered essential or supporting elements of innovative activities. These
not only are comprised of, for example, intangible investments in know-how, industrial patterns
and design, patents and licenses, artistic creations, copyright, rights to receive royalty payments,
training; but also other investments in human resources, market share, product certification,
customer lists, subscriber lists and lists of potential customers, product brands and service

brands, and software and similar products (Den Hertog and Bilderbeek 2000).

In light of such a shift in the “meaning” given to innovation and the increased importance of
intangible investments as suggested in the economic literature, it is important and
straightforward to question the non-innovative and low-capital intensive characteristics that

mainstream economists generally attribute to the service industry sector.

Moreover, technical and “soft” innovations applied to the service industry contribute to change
the relationship between users and producers, which is the most important characteristic of a
service activity. In fact, as underlined by Tether and Metcalfe (2004) it is important to be clear

on what this interaction involves and how it matters for the rate and direction of innovation.”

When different types of innovations are considered and alternative viewpoints embraced,
service activities are no longer simply considered as “innovation-takers”. As a recent study by
Wolff (2002) clearly shows, services can innovate. In fact, in order to investigate the relation

between services and innovation, data on changes in the skill level of workforce; change in the

 Interestingly, these authors also mention that the Systems of Innovations literature “fails to demonstrate the nature and function of
any interdependence between participating agents” (p 316).
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occupational composition of employment; investment in total equipment per worker; investment
in office, computing and accounting (OCA) equipment per worker and the change in the
average age of capital, are taken into account. These indicators show that, in recent years,
services have invested more in upgrading their production capabilities than manufacturing
activities. Moreover, the so-called stagnant services, whose characteristics we will go on to
examine in the next section, have been even more active in “modernising” their activities than

stagnant services and goods producers.

Consequently, given that investments are the natural input of capital formation and if the idea of
capital is also extended in order to include human capital or intangible goods such as software,
for example, the characteristic of low-capital intensity is naturally becoming obsolete for many

of the services.

3.2.3.1. Stylistic Change and Innovation and the Media

The general conclusions reached above about the service sector also apply to the specific case of
the media industry. Furthermore, the deconstruction of media products into different inputs or
activities, content and form, helps us to understand and characterise the process of innovation in
the media industry. In fact, different types of innovation can be specific to, or mostly affect one
particular element of a product of the medium industry. Technical change may be generally
deemed to be an innovation routine affecting mostly the form element of media products, while
aesthetic and cultural innovations and creative knowledge are more commonly associated with

the content elements of media products.

Certainly, of the different “families” of innovations, the technical, R&D based type is the most
celebrated and also the most straightforward to define and it does not need any further

specification here.

Much less celebrated and analysed are the type of innovations that mostly characterise the
content elements of media output; Schweizer for example, defines these type of innovations as

stylistic and she characterises it as follows (2003):

“Stylistic innovation is the sum of product and/ or process features,
which: (a) Differentiate a (group of ) producer(s) from other (groups of)
producer(s), (b) Are based on particular cognitive structures leading to the
realization of new means and/or ends in the product and/or process and
(c) Are perceived as novel and therefore mismatching the collective
expectations of a particular certification environment.” (p28)

Therefore the required characteristic of “novelty” in stylistic innovations seems to be dependent

on the existence of professional certifiers, comprising the leading critics or gatekeepers of style,
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taste and fashions in specific industries, or prize awarding institutions, or sometimes, depending
on the specific sector, among the intermediaries between producers and consumers. These
certifiers work within a set of environmental stylistic norms, which define the background and
current standards used to measure and define what is generally perceived as a norm and what
could be perceived as significantly “new”; and their role is somehow to decide on what could be

generally accepted as an innovation (Schweizer 2003).

3.2.3.2. Modularity and Organisational Change

In this study, we shall also pay considerable attention to organisational innovations, how they
evolve in relation to other types of changes and what their role is in determining a sector’s or an
industry’s economic performance. By organisational changes we mean the adaptations of the

production process within a company or between separated activities.

In order to understand this type of change better we shall employ service-industry-friendly
notions described by the modularity literature, which we define as a subset of complex evolving
system (CES) theories. The subset of writings we choose for this purpose is directly inspired by
organisational changes which have occurred in the semiconductor and computer industries. The
subset also includes the relatively rare writings which focus on organisational matters in IT
service activities. Therefore, it is preferable to dedicate an entire short section to these theories
in order to illustrate them better, we introduce them after the evolutionary account of the

changes in the IT industries described in Chapter Four.

3.3. Baumol’s Old and New Concepts of Cost Disease and Unbalanced Growth

As mentioned above, Baumol distinguishes two types of activities (1967, and with Bowen
1966): a progressive sector, which includes manufacturing activities and some services, and a
stagnant sector, which includes only some specific types of services. The difference between
these two sectors is given by their technological structure and its “reaction” to innovation. In the
case of progressive activities, new technologies enable an increased production per worker,
while in the case of the stagnant activities, because labour is the end of activity itself or because
the quality of output might be a more important factor than the quantity of output, new
technologies have marginal or no effects on labour productivity. Following this line of
argument, the cost, and consequently, the price of the output of the stagnant sector increase in

relation to the cost and price of the output of the progressive sector.

3.3.1. The First Formulation of Baumol’s Theories: Stagnant Services vs. Progressive
Manufacturing

Baumol’s work on cost disease and unbalanced growth can be divided into early and late

formulations, and what follows here is a summary account and explanation of his standpoint and
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how this has changed over time. The early formulations of the theories of cost disease and
unbalanced growth can be traced back to two main contributions: the first one reported here

dates 1967 and the second one written with Bowen in 1966.
Firstly, Baumol (1967) classifies economic activities into two types:

“Technologically progressive activities in which innovations, capital
accumulation, and economies of large scale all make for cumulative rises
in output per man hour and activities which, by their very nature, permit
only sporadic increases in productivity.” (p51)

He then explains why some activities do not realise constant increases of productivity: firstly, he
suggests a typology of sectors which comprises two sectors, a stagnant and a progressive and (in
keeping with the conventional wisdom of its time, i.e. 1967) this division is taken as equivalent
to the division between manufacturing and service activities. The stagnant activities are those
activities that do not produce an increase in productivity because of their own “technological
structure”: the quality and the quantity of their output are proportional to the quantity and the
quality of labour used to produce them.”® Stagnant activities are not necessarily characterised by
a slow growing output. The condition specified by their technological structure is an increase of
labour that is (normally, at least) proportional to their increase of output. In periods of economic
expansion, therefore, the output of stagnant activities can be expected to grow even faster than

that of progressive activities.

The unbalanced growth theory can be considered as the macroeconomic consequence of the cost
disease’s existence. The basic principles of the unbalanced growth theory are possibly best
explained in a later paper written by Baumol with Wallace Oates (1972). In this work the

authors affirm that:

“In an economy in which one sector of the economy persistently lags
behind the rest in terms of rate of productivity growth, the products of
that sector must invariably rise in cost relative to cost levels in the rest of
the economy, and that the rise will be persistent and cumulative.” (p87)

Moreover, in this paper Baumol and Oates (1972) further clarify the characteristics of the

stagnant sector (at the time still identified with the service sector) and state that as a result of the

26 «T am making a stronger assertion: that the place of any particular activity in this classification is not primarily a fortuitous matter
determined by the particulars of its history, but rather that it is a manifestation of the activity’s technological structure, which
determines quite definitely whether productivity of its labor inputs will grow slowly or rapidly (...) On the other hand there are a
number of services in which the labor is an end in itself, in which quality is judged directly in terms of the amount of labor.”
(Baumol 1967 p52)

-71 -



increasing labour devoted to it, the quality of its output progressively increases.”” In light of
Baumol and Oates statements, the relationship between a product’s quality and price can be
described as follows: on the one hand, in the case of manufacturing a price reduction is
compatible (and it is a consequence of) productivity improvements; on the other hand, the

quality of services is proportional to the quantity and quality of labour employed.

The unbalanced growth theory projects the consequences of the existence of “technological
limitations” whereby some activities fail to produce an increased (volume) output per person
employed. In the long run, more labour will be proportionally employed by the stagnant sector
than the progressive sector and its prices (as a consequence of the relative increase in costs) are
subject to a quicker growth than the progressive sector. The aggregate level of productivity

growth is therefore destined to converge to the level of the stagnant industries.

It is striking that most economists’ understanding of the economic dynamics described by the
theories of a cost disease and unbalanced growth is informed by these early writings. Thus, the
theory of unbalanced growth is identified with the differential of output and costs between the
stagnant services and the progressive manufacturing activities. Already in these terms, this
model is certainly very appealing to explain a very important trend of developed economies. In
fact, labour is gradually moving from most productive agricultural and manufacturing activities
to the less productive service industry sector. Moreover, given the fact that the “New Economy”
has accelerated the expansion of service activities, then the theory of unbalanced growth
actually provides an interesting case for explaining the economic dynamic described by the

productivity paradox.

However, a relatively recent re-formulation of Baumol’s model leads to a totally different set of
conclusions regarding the long term effects of the cost disease. In fact, Nick Oulton of the Bank
of England, in a paper published in 1999, transforms Baumol’s model by adding one simple
assumption (Oulton 1999): the stagnant sector is not producing a final product, but an
intermediate one, which, because of the existence of only two sectors, is an input for the
progressive sector. Therefore, the stagnant sector only consumes labour, while the progressive
sector consumes the output of the stagnant sector and labour, whose price or cost is the same for
the stagnant sector, because of the assumption of perfect competition and mobility. The result of
the model is the following: if the stagnant sector is assumed to have a positive total factor

productivity, then the cost disease dynamic generates an increasing aggregate productivity and

27 «productivity changes in the services, it is suggested, have taken the form of better output rather than increased quantity per unit
of labor input.” (Baumol and Oates 1972 p89) and “The output of services would rise, because more labor is continually being
devoted to their production; at the same time, manufactures would also increase since the decline in workers in this sector would be
more than offset by the continuing rise in output per man.” (Baumol and Oates 1972 p91).
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economic growth trend. In fact, the productivity capability of the progressive sector is increased
by two dynamics: first and directly, by the movement of labour (i.e. the reduction of inputs)
from the progressive to the stagnant sector; and second and indirectly, from the productivity

increase “inherited” by the stagnant sector, and generated by the increase of labour.

These conclusions, which are endorsed by the same Baumol (2002), provide an interesting and
different explanation of current trends. First of all, Oulton’s model provide the theoretical
background for today’s wave of outsourcing activities, i.e. the delegation of tasks, such as
human resources administration, Information Technology (IT) support or customer service, to
specialised businesses; secondly, his conclusions give more consistency to the mainstream line
of thinking that expects the productivity of the service industry and the aggregate productivity
levels to be underestimated. In fact, Knowledge Intensive Business Sectors (KIBS) which
provide services for manufacturing activities and whose output is notably difficult to measure,
have known important developments in recent years. Therefore, the productivity increase of this
type of service, supposed to be positive but almost un-measurable, is supposed to be reflected in

the productivity growth of the manufacturing activities they serve.

3.3.2. The Re-formulation of the Cost Disease and the Appearance of Asymptotically
Stagnant Services

Here 1 wish to identify and describe how Baumol later reformulates and refines his theories
quite consistently (Baumol with Blackman and Wolff in 1985, and with Hilda Baumol in 1987).
Technological progress does not change the productivity of the string quartet, which Baumol
famously defined as eternally “stuck” on a productivity level of 2 persons per hour, as in
Mozart’s time; rather, it is simply (or mainly) a matter of the analysis’ viewpoint.*® If we just
considered the “content making” activities, the productivity is still the same as it depends on the
live performance. However, if we look at wider set of organisations producing classical music,
which comprise, inter alia, the content and the distribution activities, productivity has probably
increased. In fact, the same Mozart string quartet is now “reproducible” by being recorded (or
captured and “fixed” on some material as Adam Smith put it) and so it is also distributed in
many forms (compact discs, radio waves, iTunes and other digital libraries, etc.. ). In sum, much
more than a higher volume of “live performances” is now possible compared to the past: this is
because new technologies and other types of innovations have changed the form part of this

particular media activity and created different platforms to generate a larger output.

# As a Mozart string quartet comprise of four musicians playing for half an hour, when extended to the more standard measure of an
hour, Baumol assumes that a 2 person-labour is needed.
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The revised theory of stagnant and progressive activities advanced by Baumol in the 1980s does
not focus on the Mozart string quartet of course, but sectors such as television broadcasting (see
Baumol, Blackman and Wolff 1985; Baumol and Baumol 1987 and Baumol 1987) and the
computer industry (Baumol, Blackman and Wolff 1985).

Television broadcasting is an asymptotically stagnant activity; this means that following the
introduction of a new technical change, this activity responds like a progressive activity and
experiences an increase in productivity, while in the long run its economic dynamics are
destined to become stagnant unless other technological changes are introduced. This is because
the creation of content, which is an extension of the live performance, is stagnant, while the
distribution of content is ‘progressive’ (in Baumol’s sense) and benefits from technological
progress. As a consequence, the share of costs (and of labour) of content creation increases

while it decreases in the distribution part.

The computer industry was also compared to a vertically integrated activity of this kind. In 1985
when most of the computer manufacturers were also major software makers, Baumol described
the computer industry in a similar way to broadcasting (Baumol, Blackman and Wolff 1985):
the manufacturing of computers is the progressive input while the production of software, which

was described as a handicraft activity, represents the stagnant input.

It is important, therefore, to note that the definition of a stagnant activity has changed in the
reformulation of the cost disease: stagnant activities are services, but certainly not all services
are stagnant activities. On the contrary, some of the service activities can be the most
progressive and even some activities that are stagnant might become progressive due to changes

brought about by new technologies (Baumol, Blackman and Wolff 1985).

Clearly, the reformulation of the theory of cost disease was due to a change of conditions:
already in the mid 1980s, some services had become progressive and the first formulation of the

cost disease appeared to be historically contingent.

However, most of the basic stagnant activities were identified in Baumol’s first formulation of
the cost disease. They comprise activities such as live performing arts, automotive repair, health
care, education, postal services, automotive and accident insurance and care of the indigent
(Baumol and Bowen 1966 cited in Baumol 1993 p17). Furthermore, in a paper that followed the
introduction of the notion of asymptotically stagnant services Baumol (1993) re-states (and at
the same time, re-defines) the characteristics of the stagnant activities’ technological structure,

or the main source of the cost disease:
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“First, some of them entail production processes that are inconsistent with
standardization. Before one can undertake to cure a patient or to repair a
broken piece of machinery it is necessary to determine, case by case, just
what is wrong, and then the treatment must be tailored to the individual
case. (...) A second reason why it has been difficult to reduce the labor
content of these activities is the fact that in many of them quality is, or at
least believed to be, inescapably correlated with the amount of human
labor devoted to their production...” (Baumol 1993 p20).

After this definition stagnant activities are not service activities, but activities that are (1)
“personal” and inconsistent with standardization, because the output of these activities or, in
other words, the service delivered must be individually tailored; and (2) those activities in which
quality is believed to be inevitably correlated with the amount of human labour, i.e. such as the

case of media content.

Yet, even after this latest refinement, the separation between stagnant, asymptotically stagnant
and progressive is not neat and the definition of stagnant activity is still historically contingent.
The same example provided by Baumol about the computer industry, no longer applies: at an
aggregate level, the software industry is one of the most progressive. So, it is appropriate to
pose the following questions: can activities once thought to be inconsistent with standardisation,

become standardised? If so, what is determining this change?
I attempt to provide a modified definition of cost disease that takes these aspects into account.

3.4. Creative Input and the Stagnancy of Activities: an Empirical Exercise

As explained above, although some service industries have become progressive, stagnant
industries still exist; they are, for example, the health and education sectors and many service
activities within the cultural industries and their status has not changed since the first
formulation of the cost disease. Baumol had a very interesting intuition: on the one hand, in
most activities technological change is altering the nature of the contribution of labour and
increasingly replacing it with machinery. On the other hand, there is a minor share of activities
where labour provides a special contribution to the productive process that has not and will not

be replaced by machinery.

However, the formulation of cost disease presents two shortcomings: first, it concentrates on the
effects (e.g. the health sector is stagnant because of the relatively quicker increase of costs)
rather than the causes. Second, it does not clarify how stagnant services can become progressive
and for this reason, its definition is historically contingent. On the other hand, providing a
definition that focuses on the characteristics of the technological structure, allows to define the

cost disease in “unconditional” terms and therefore it completes this concept.
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Therefore we propose to integrate two ideas with the concept of cost disease. The first idea
consists of re-defining the “technological structure” that is at the origin of the cost disease and
considering a creative input as this particular contribution of labour that cannot be replaced by
machinery. We characterise a creative input as original ideas, concepts and actions and the
capacity of troubleshooting and finding solutions. In more practical terms, creative inputs can

be approximated with jobs providing these types of contributions.

The second idea we propose, is a useful “workaround” that can be used in order to understand
which activities (obviously, excluding the ones providing the creative input) and for what

reasons, have become progressive.

In general terms, the transformation of an activity from stagnant to progressive is due to
innovations affecting another aspect of the technological structure of an activity: the relationship
between providers and users. What is common to any activity that from stagnant becomes
progressive is the “de-personalisation”, standardisation or commodification of the relationship
between producers and consumers. However, these innovations are of course specific to an
activity (and examples of these innovations will be provided in Chapters Five to Nine).
Therefore, when various types of innovations transformed the retail industry into a sector
dominated by “big box stores” and online shopping outlets, this sector realised its
transformation from stagnant to progressive: the relationship between users and producers in big
box stores and in online shopping is standardised as the need of exchanging information

between them is minimised.

In the same way, the software industry when the providers of the most common products
stopped having to build customised programmes for their customers (although custom software
indeed still exists) became progressive. Thanks to different types of innovations they were able
to produce pre-packaged software; this software provides the functions that most users needed
(or it is easy to be customised by the user) and adapts to different types of operating systems and
hardware, therefore the contact and the need of exchanging information between user and

consumer is now minimised and the relationship standardised.

Finally, the large majority of activities is somehow influenced by the creative input as I have
defined it here: the output or the cost structure of some activities, however, presents a closer
correlation to it than others. Those activities, where the relative cost of the creative input (or
labour) in proportion to the total cost of production / or the output is minimal, show progressive
economic dynamics (e.g. the case of the semiconductors, where the cost of the design of

microchips, is a very small percentage of the value of the output or the total cost of production);
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for some other activities the cost of the creative input is rather dominant in the production

process’ cost structure (e.g. book writing and publishing), therefore the activity is stagnant.

3.4.1. The Specification of the Model

Here I intend to use a model (already introduced in section 2.4.1.3 above) in order to
demonstrate the validity of the concept of the cost disease as a consequence of the existence of

the creative input.

The model follows the methodology employed by Tang and Wang (2004) and originally
developed by Nordhaus (2002). Here, in addition to these prior exercises, the data on
productivity growth is further divided into progressive, stagnant and asymptotically progressive

activities.

Within this conception, manufacturing activities, as well as certain services, are part of the
progressive sector. These progressive services, which are activities where the relationship
between users and providers is standardised and not “personal” or whose quantity and quality of
output does not depend on creative inputs, are: wholesale and retail trade (in table 3, line
number 34 and 35 respectively); transportation and warehousing services (36); financial
services (53, 54 and 55), excluding lending and credit activities which are considered “personal”
as the service delivered is not standardised but largely depends on the interaction with the users.
Other services such as broadcasting and telecommunications (48) and the publishing industries
(46) (the latter category includes software in the current NAICS system), are considered here as
hybrids. In fact, these last groups of activities are asymptotically stagnant: this because they are
composed of asymptotically stagnant activities (e.g. broadcasting and publishing) as well as
“proper” progressive activities (e.g. telecommunications and software). However, since the
shares of progressive activities are much more significant (in terms of output and labour) these

hybrid groups are allocated into the category of progressive activities.

The group of stagnant and asymptotically stagnant activities includes those activities whose
quantity and quality of output directly depends on the creative input. These comprise “personal”
activities such as legal (in table 4, line 61), health (71 and 72), educational services (69),
computer system design and related services (62), information and data processing services (49)
as well as the miscellaneous professional, scientific, and technical services (63) and activities
focussed on the creation of cultural content, such as the motion picture and sound recording

industries (47) and the performing arts (76).”

» See appendix B for the complete list.
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In this research, the selected model is also used in an effort to understand the sources of
aggregate productivity growth between 1990 and 2003 and to highlight any important changes
before and after 1995, the year that is commonly used to mark the acceleration in the use of ICT
and the beginning of the New Economy (see Nordhaus 2002 and Triplett and Bosworth 2003,

for example).

As explained in more detail in section 2.4.1.3, following Tang and Wang (2004), the rate of

growth of real output per unit or labour input,

after reformulation, can be decomposed into three different effects. This is represented by the

following equation (Tang and Wang 2004 p425):

00X, )= 3wt ol X !+ X o)
Where:

e X, indicates the real output per unit of labour at time t, at the aggregate level ( X, ) or

of the industry i, ( X );

© X

_,1s the labour productivity level of the industry i relative to the aggregate labour

productivity level at the beginning of the period, X, / Xy

o Asti is the change in relative size of industry i from t-1 to t, (Sti —Sti_l ), where
s' (defined as s' = p'l') is the labour input share (I' = L / L), adjusted for its real

output price ( p' = Pi/P);

e W, , is the nominal output share of the industry i at the beginning of the period and

equal to Xti_lsti_1
The three effects or contributions are:

The pure productivity effect, Zi Wti_lg(Xti), which captures the increase of aggregate

productivity resulting from the productivity increases within industries; the second contribution,

the changes in relative size, Zi Xti_lASti , which captures productivity increases from a shift of
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resources from less productive to more productive activities agriculture to industry; and finally,

the interaction effect, Zi Xti_lASti g(Xti ), which capture any changes that are brought about by

the combination of industries’ slow productivity growth and increase of relative size, or

industries’ high-productivity growth and reduction of size.

The interaction effect provides a positive contribution to the aggregate productivity level if,
between the starting and the ending year of the interval under investigation, the relative size of
an industry shrinks and the productivity growth is negative or if the relative size of an industry
increases and the growth of productivity is also positive. Any of these two last case scenarios
work against Baumol’s theory of unbalanced growth, as he forecasts an increase of relative size
of the stagnant (and slow growing) industries. On the contrary, a negative industry’s interaction
effect on aggregate productivity sustains Baumol’s hypothesis, as this is the result of a shrinking
relative size and a positive productivity growth or an expansion of relative size coupled with a

negative productivity growth.

As mentioned above, the Tang and Wang (2004) specification of the model is based on the
previous model by Nordhaus (2002). The main difference introduced by Tang and Wang is
based on the principle that real output price changes also influence the importance (i.e. the
weights) of an industry in the aggregate Gross Domestic Product (GDP). Therefore, they try to
capture a “price” effect in the calculation of the series of weights named the “relative size” of an
industry, by multiplying industries’ labour shares (the logical and most common approximation
for the size of an industry when the object of the study is output per person employed) by the
real output price of an industry (the ratio between the industry price index and the aggregate

price index).

This change in methodology might be the determining element explaining the different results
(and the difference of opinion) between the Tang and Wang specification and those of
Nordhaus. The former shows many negative interaction terms indicating the existence of
unbalanced growth dynamics, whilst Nordhaus obtains the opposite results and refutes the
existence of an unbalanced growth. In fact, given the faster increase of prices in the stagnant
compared to the progressive industries (as assumed by the cost disease), the relative size of the
stagnant industries should be larger (and have a bigger impact on the aggregate productivity
figures) in the series where this is estimated by also including a “prize effect” (i.e. the Tang and
Wang model) as opposed to the series where the relative size is purely based on labour shares

(i.e. the Nordhaus model).
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3.4.2. The Dataset

The data series for current dollar value added (VA) by industry, chain type quantity indexes for
value added, chain type price indexes for value added are taken from the industry accounts

section on the Bureau of Economic Analysis (BEA) web site and were released in April 2005.

Labour data are taken from the Bureau of Labour Statistics (BLS) web site. The BEA also
publishes labour data by industry, however, (at the time of writing) it does not release consistent
series covering the period between 1990 and 2003 defined under the same national accounting
system. Therefore, given that the VA series is defined using the latest North American Industry
Classification System (NAICS) revision and that the data published by the BEA defined under
the same revised national accounting system only covers the period 1998-2004, labour data
published by the BLS is preferred for this exercise. The data used to approximate the labour
input are the production workers (thousands) for all industries except for educational services
(line 69) and government (lines 82,83,86). Given the absence of labour data under this definition

for these sectors, the “all employees” series is used instead.

The data series for value added and the chain type quantity and price indexes cover some 65
industries and 26 aggregates (these being NAICS 2-digits “headings”, which are sum of NAICS
3-digits industries also included in the list). The labour data published by the BLS does not
contain series matching all 65 industries of the BEA’s VA series. Some series can be computed
as aggregates of other series or as “residuals” from aggregated series and other industries.”
However, due to such data limitations, the maximum number of industries that can be obtained

by combining the two sets (The BEA and BLS) is 50.

The definition of GDP used here is equal to the total VA of the 50 industries. Given the fact that
these 50 industries are NAICS 2 and 3 digits and they cover all sectors of the economy (as
specified by the NAICS) except agriculture, this definition of the GDP can be identified with a
nonfarm, VA-based definition of the GDP.

3% A list of adjustments can be found in the appendix B
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Table 2: Contribution from Progressive vs Stagnant and Asymptotically Stagnant Services to

aggregate labour productivity.

1990-2003 Total PPE CRS IE
Gross Domestic, nonfarm 21.35% 21.81% 0.45% -0.92%
Progressive Activities 20.89% 22.38% -0.63% -0.86%
Manufacturing, Mining, Utilities and Construction 10.28% 11.22% -0.39% -0.55%
Other Services 10.61% 11.17% -0.25% -0.31%
Stagnant and asymptotically Stagnant Services 0.46% -0.57% 1.09% -0.06%

1996-2003 Total PPE CRS IE
Gross Domestic, nonfarm 16.90% 17.17% 0.24% -0.52%
Progressive Activities 13.71% 14.71% -0.46% -0.54%
Manufacturing, Mining, Utilities and Construction 6.30% 6.88% -0.23% -0.34%
Other Services 7.40% 7.84% -0.23% -0.20%
Stagnant and asymptotically Stagnant Services 3.19% 2.46% 0.70% 0.03%

1990-1995 Total PPE CRS IE
Gross Domestic, nonfarm 6.83% 7.02% -0.03% -0.16%
Progressive Activities 7.94% 8.39% -0.33% -0.13%
Manufacturing, Mining, Utilities and Construction 4.20% 4.56% -0.25% -0.11%
Other Services 3.73% 3.83% -0.08% -0.02%
Stagnant and asymptotically Stagnant Services -1.10% -1.37% 0.30% -0.03%
NOTE: PPE: Pure Productivity Effect; CRS: Change of Relative Size Effect; IE: Interaction Effect;
See the methodology in the text for a description of the different effects.

Source: Own calculations following the methodology detailed in the text. Definitions of the sectors can be found in

appendix B.

The Real GDP series are computed using chained type quantity value indices and the current
value GDP series. In order to remedy the non-additivity property of the chained type quantity
values indices and obtain industry data that can be manipulated to obtain estimates for the
progressive and the stagnant sectors, the residual that is obtained in the dollar value series
(given the non-additivity property of the chained type quantity value indices) is redistributed to
the industries. The weights used for this purpose are calculated from the real GDP series before

redistribution.

In order to reduce the statistical distortions created by the non-additivity property of the chained
type quantity value indices (and affecting mostly the shares of industry value added out of the
total), depending on the interval, different base current dollar value years are used as reference.
Therefore, the real GDP series for the years 1990 and 2003 used in the analysis of the 1990-
2003 interval based on nominal GDP in 1997 dollars; real GDP series for the years 1990 and
1995 used in the analysis of the 1990-1995 interval are based on nominal GDP in 1993 dollars,
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and real GDP series for the years 1996 and 2003 used in the analysis of the 1996-2003 interval
are based on nominal GDP in 2000 dollars.

Given the fact that the choice of the base year of the chained type price value indices influences
the relative output price of an industry (the ratio of the price of an industry out of the GDP
price), the choice of the different base years used in the different intervals matches the choice of

the current dollar value base year in the calculations of the Real GDP series.

Growth rates, which are calculated here in logarithmic terms, as well as contributions, are not
annualised, but they refer to the entire periods under investigation (1990-1995 1996-2003 or
1990-2003).

3.4.3. Presentation of the Results

In the period between 1990 and 2003 the industries classified here as stagnant and
asymptotically stagnant have shown a labour productivity growth of less than one percent. This
is in sharp contrast to the labour productivity growth of almost 21 percent indicated by the
activities categorised as progressive. In addition, table 2 reveals significant productivity growth
differences between the stagnant and progressive services applied over the two sub-periods

1990-1995 and 1996-2003.

In the short run, stagnant and asymptotically stagnant service can be characterised by a positive
productivity growth. At least, this has been the case between 1996 and 2003 when these
activities have grown by over three percentage points; among the stagnant activities that have
grown the most in this period, we find the Securities, commodity contracts and investments

industries (113%) and the computer systems design and related services (almost 21%).

More generally, we note that the results obtained in this exercise are broadly in line with those
obtained in prior studies by Tang and Wang (2004), and, in some respects, with those obtained
by Nordhaus (2002). Our detailed estimates show especially high output per person and total

productivity growth rates for certain progressive-type services categories. For example, over the
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Table 3: Output per Person Employed and Contributions to the Aggregate VA of selected
industries, 1990-2003, Part 1

Interval: 1990-2003

Output SUM

)
Bea series number and description SI2(S]  per PPE+ | PPE CRS IE
D] person | CRS+IE)

1 |Gross domestic product 21.35% | 21.81% | 0.45% | -0.92%
Manufacturing 0 9.44% | 10.39% | -0.45% | -0.50%
(Selected industries)

19 |Computer and electronic products 0 308.72%| 4.80% 5.27% | -0.12% | -0.36%

20 Electrical equipment, appliances, and o 29.51% | 0.29% 033% | -0.020% | -0.01%
components
Services 10.70% | 9.95% 1.16% -0.41%

(Selected industries)

34 |Wholesale trade of|o 56.24% | 3.21% 3.43% | -0.14% | -0.08%
35 |Retail trade 0|0 56.33% | 3.71% 3.94% | -0.15% | -0.08%
36 |Transportation and warehousing (o] K¢) 31.01% | 0.89% 0.92% | -0.02% | -0.01%
46 |Publishing industries (includes software) ol|o 53.73% | 0.46% 0.47% | -0.01% | 0.00%
47 |Motion picture and sound recording industries 0| -9.04% | -0.01% | -0.03% | 0.01% 0.00%
48 |Broadcasting and telecommunications ol|o 68.33% | 1.60% 1.70% | -0.06% | -0.04%
49 lInformation and data processing services 0| -0.96% | 0.02% 0.00% 0.02% 0.00%
52 Federal Reserve banks, credit intermediation, ol 9.95% 0.41% 0.30% 0.10% 0.01%

and related activities
Securities, commodity contracts, and

53 nvestments o|o 177.77%| 1.26% 1.35% | -0.03% | -0.06%
54 lInsurance carriers and related activities ol|o -3.17% | -0.01% | -0.07% | 0.06% 0.00%
55 |Funds, trusts, and other financial vehicles ol|o -80.08% | -0.08% | -0.09% | 0.02% | -0.02%
57 |Real estate 0| 8.43% 1.08% 0.95% 0.13% 0.01%
58 Rental and leasing services and lessors of ol 21.53% | 0.220% 023% | -0.01% | 0.00%

intangible assets

Notes: PA=Progressive Activities; PS=Progressive Services; S&AS=Stagnant and Asymptotically Stagnant;
PPE=Pure Productivity Effects; CRS=Change in Relative Size; |IE=Interaction Effect

Source: The author, the full table of the 1990-2003 interval and tables of the 1990-1995 and 1996-2003 intervals can

be found in the appendices

1990-2003 period, this applies especially to the Securities, Commodity Brokers and Services
category (a service defined as stagnant, but which produced a 177.8% rise in output per person
employed), Wholesale Trade (progressive, 56.2%), Retail Trade (progressive, 56.3%) as well as
the Telecommunication and Broadcasting services category (progressive, but “hybrid” 68.3%).
Note that the latter category within the available data series, still groups telecoms together with

broadcasting services which is somewhat unhelpful for our concerns.

More importantly, and like many if not all productivity analyses in the “New Economy”
literature, the overall productivity rate is shown to be directly and highly dependent on the

productivity increase of manufacturing industries supplying the new Information and
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Communication Technology (ICT) products. For example, the productivity rates calculated for
the industries indicates that the manufacturing activities classified under the heading of
computer and electronic products contributed a striking 308.7% rise in output per person
employed over the 1990-2003 period. Contrary to most of the productivity literature type of
analysis, we show that new services offered by IT companies, such as computer systems design
and related services, information and data processing and Miscellaneous professional,
scientific and technical services have produced modest (i.e. at the same level of other stagnant

services) or even negative productivity growth.

Table 4: Output per Person Employed and Contributions to the Aggregate VA of selected
industries, 1990-2003, Part 2

Interval: 1990-2003

n| Output SUM
Bea series number and description SIS per (PPE + PPE CRS IE
n person | CRS +IE)
1 |Gross domestic product 21.35% | 21.81% | 0.45% | -0.92%
61 |Legal services 0] -11.85% | -0.15% | -0.18% | 0.04% 0.00%
62 |Computer systems design and related services 0| 10.36% | 0.11% 0.06% 0.05% 0.01%
63 Mlscgllaneous_ professional, scientific, and ol s61% 0.40% 0.33% 0.06% 0.01%
technical services
69 |Educational services 0| -24.41% | -0.14% | -0.17% 0.05% -0.01%
70 |Health care and social assistance 0| -16.65% | -0.78% | -1.01% | 0.28% | -0.05%
71 |Ambulatory health care services 0| -22.72% | -0.61% | -0.74% | 0.16% | -0.04%
72 Ho;p!tals and nursing and residential care ol -18.67% | -0.37% | -0.46% | 0.11% | -0.02%
facilities
73 |Social assistance 0| -3.68% | 0.01% | -0.01% | 0.03% 0.00%
76 Performmg grts, spectator sports, museums, and ol 5.08% 0.03% 0.02% 0.01% 0.00%
related activities
77 [Amusements, gambling, and recreation ol -10.40% | -0.03% | -0.05% | 0.0206 | 0.00%
industries
78 |Accommodation and food services o| 4.22% 0.15% 0.11% 0.03% 0.00%
79 |Accommodation 0| 23.21% | 0.19% 0.18% 0.00% 0.00%
80 |Food services and drinking places 0| -0.40% | 0.02% | -0.01% | 0.03% 0.00%
81 |Other services, except government 0 -19.39% | -0.42% | -0.48% | 0.08% | -0.01%
82 |Government 0| -6.45% | -0.74% | -0.91% 0.19% -0.01%

Notes: PA=Progressive Activities; PS=Progressive Services; S&AS=Stagnant and Asymptotically Stagnant;
PPE=Pure Productivity Effects; CRS=Change in Relative Size; |IE=Interaction Effect

Source: The author, the full table of the 1990-2003 interval and tables of the 1990-1995 and 1996-2003 intervals can

be found in the appendices

3.5. Adopting the Service Literature Viewpoint to Define the Media Sector

In order to map out the different activities of the media sector, we employ here the service
triangle concept introduced by Gadrey (2002) (see figure 2). Firstly, using this concept, we are
able to define media activities by establishing service providers, users and the object of the

relationship between the two stakeholders; secondly, we can group all different media activities
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into three types, defining three vertical phases (also value chain stages) of the realisation of a
media product: (1) the creation of content, (2) the packaging, marketing and distribution and (3)
the delivery and exhibition. During the first phase the “first copy” of content, or Hill’s (1999)
“original” is generated; this includes for example, the production of a movie or of a television
programme, the writing of a book or newspapers’ articles. As explained above, new
technologies are likely to change the nature of the content (i.e. improve the quality), but they are

not likely to have a determining effect on the production’s volume.

During the second phase, media products are assembled: television programmes are lined up to
form a schedule, newspaper articles are grouped to form a newspaper issue, and a media product
is given one or more forms. Generally, the marketing of a media product is a prerogative of the
packager/distributor and therefore it is included in this stage. Media products are then
distributed to activities functioning as the final outlet, which delivers the final products to users:
this phase includes for example, the resellers of books and newspapers, cinema theatres or cable

television distributors.

Moreover, more elements should be added

to our definition of a media service: Figure 3: Value chain stages of the Media service

according to prior work of Smythe (1981) industry
and Picard (1989) the media industries Produd Markels
participate at  different levels and 13’_-';';'-_-‘_5:'2 “‘
. ) Content Audience
simultaneously in one or two of the
. . " A Media Media
following markets: the ‘““content” market Providers | Providers
and the *““access to audience” market.
B Media s
Advertisers
) . . Consumers
Using Gadrey’s service triangle, we can
identify the provider (A), the use (B) and ( Db:ﬁ;i;t CRASEsg
the entity of the exchange (C) of both (et Some)

markets: in a generic media industry Source: the Author

framework and in the content market, we

can name these stakeholders, the media

provider (A), a media consumer (B) and a media output (content and/or form, C); in the
audience market, on the other hand, we can name a medium provider (A); an advertiser (B) and
the audience (C). The services provided in the two markets can be described as follows: in the
content market, a user (B) experiences a medium product (C), that is supplied
(produced/packaged/distributed and delivered) by the medium provider (A); in the audience

market, the advertiser buys access to selected audiences from the provider, produced on the

content market.
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Figure 4: Mapping Content and Form Activities, the example of Cable Television

CONTENT Market AUDIENCE Market

elevision and Radio elevision and Radio
A Televisi d Radi Televisi d Radi
Packaging, Broadcaster Broadcasters
(92)]
Market}l)ng and B Viewers (audience) Advertisers Lll_J
Distribution =
>
C Programme Schedule Audience E
A | Cable Service Provider Cable company <
g
Delivery B Cable Consumers Advertisers 8
C Packages of TV and Radio]  Dedicated channels /
Channels (Tiers) Audience

Source: the author

This framework can than be used to detail various industries and value chain stages of the media
sector. As an example, we can consider here the markets (audience and content) of television
broadcasting; for simplification, but only for the moment, we consider only one type of final
outlet: cable distribution. The first activity can be described with the following elements (see
figure 4): the programme producer (A); the network or channel broadcaster (“B”); and finally
the programmes or more generally the rights to broadcast the programme (“C”). This market is
characterised by a private good, programmes, which are generally bought or commissioned by
broadcasters from programmes’ producers, in order to attract a specific audience. Sometimes
and relatively frequently for the low budget productions, the programme maker can be the same

1
broadcaster.’

The second stage of television and radio broadcasting is the packaging and distribution of the
content. Using the same framework, we can identify: the radio and television broadcaster (A),

the audience (B) and the programme schedule (C). In short, broadcasters package different

*! Notably, in the case of Public Service Broadcasting, the format and the content of the programme, in addition to attracting an
audience, it also aims at fulfilling the service objectives (e.g. educate / inform, etc...).
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programmes into a schedule trying to reach a result in terms of audience that can be sold on the

advertising market.

The third stage of the television broadcasting industry considered here is the cable distribution
sector. In this market the provider (A) is represented by the cable service provider, the receiver
(B) is the cable service consumer, and the reality (C) is different television and radio channels’

packages.

Most of the television industry activities are also engaged in the audience market other than in
the content market. The television industry’s audience market of the distribution and packaging
stage, is composed of the television and radio broadcaster or the cable service provider (A); the
advertisers (B) and the audience (C). As usual, the service is described by the interactions
between these different elements: in this case A sells to B advertising spaces watched by an

audience created on the content market.

Cable service providers also generate revenue on the audience market. As companies within this
industry often may have little or no control over the content of the television and radio channels
that they carry and deliver to the final consumers, companies within this industry may provide a
service to advertisers by adding dedicated “shopping” channels to the packages of channels they

offer.

Programme producers are also involved in the audience market as they sell advertising space
that is “embedded” in the content of the programme. This takes the form of product placements
in movies, products’ advertising in televisions programme or advertising that is digitally added

to the transmission of sporting events.

Therefore, Gadrey’s service triangle can be used to identify the various participants in every
stage of an industry as well as their roles, in order to describe the different media markets.
However, this can be done by making a small change to his original definition; in fact, so far
and in the empirical exercise that follows (and because of its irrelevance at least for the
moment) I have not considered questions of the extent of media ownership. In the case of
television broadcasting, for example, the packaging and delivery of the media products, if we
consider the transmission through airwaves as the delivery methods, are performed by the same

company or television network.

Therefore, according to Gadrey’s original definition and in virtue of the exclusion clause
(““...but not ending in a final good likely to circulate independently from C”, Gadrey 2002 p42),
the delivery of the television signal is not a service in itself. However, as I focus on the changes

caused by new technologies as they affect the performance and the shape of different media
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activities and this regardless (at least for the moment and before getting into aspects of
regulations) of questions of ownership, I employ Gadrey’s definition without considering the

exclusion clause.

3.6. The Cost Disease of the Media Sector: an Empirical Exercise

As explained in more detail below and with the support of the modularity literature, as the
modern systems of mediated communication evolve and expand, two trends can be established:
on the one hand, media increase in complexity, new forms of media are created and therefore
the number of activities or tasks and the number of links between the different activities have
increased. For example, in the mid 1980s when Baumol used the case of over-the-air television
broadcasting to illustrate the existence of asymptotically stagnant activity, production
companies (mostly branches of the film making “majors”) used to produce almost all of prime
time programming that was commissioned by television stations, while television stations used
to create a schedule and broadcast their programmes to end users using radio transmitters.*
Some other users, although still a minority, would receive that signal through the service of a

cable distribution company.

On the other hand, nowadays, television broadcasters are better understood as part of an
audiovisual media service industry as the number of links between different activities have
increased. For example, the programmes that appear on over-the-air television, may also be
delivered to end-users using several other “windows”; dedicated (pay-per-view or
advertisement-supported) cable or satellite channels, digital versatile disks (DVDs) - that are

rented or bought in media outlet stores - or television channels’ web sites.

Organisational changes in the media industries, however, are going to be detailed in Chapter
Seven; what we are interested for the current purpose is the fact that compared to the time when
Baumol et al. (1985) performed a similar analysis, the number of activities involved in, firstly,
media content, and secondly in the generation of a form for this media content (i.e. the
packaging, distribution, delivery and exhibition activities together) is increased. It is therefore
somehow easier to find general economic patterns for describing how the technological
structure of these activities, which is defined by the dependency on the creative input, for

example, affects economic performance.

32 Notably, as per effect of the Financial Syndication Rules, television stations were not allowed to own the rights or produce the
content of their prime time programming, unless the content of this programming was sport or news (see Bielby and Bielby 2003 or
Christopherson 2006).
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Using the theoretical framework introduced above in the previous section and statistics for the
US economy provided by the Bureau of Labour Statistics (BLS) and the Bureau of Economic
Analysis (BEA), we can now seek to examine whether there is any evidence of Baumol’s

unbalanced growth trend within media activities, using the U.S. market as a case study.

Therefore, very simply, the list of industries and/ or groups of industries and establishments that
are linked to the media sector, has been divided into categories: content making activities
(hereafter content activities), which includes all the activities whose output becomes media
content; activities involved in the last two phases or groups of activities as explained above, i.e.
the packaging, reproduction, marketing, distribution, delivery and/or exhibition of media
content (hereafter pure form activities) and finally, industries where both these two functions of
making and packaging information are inputs and are carried out in the same establishments

(hereafter composite content and form activities).

Because of the importance of the creative input in the production of an output, content activities
are expected to be more stagnant than form activities and activities that include both functions
are theoretically expected to be in-between the two. However, as the shares of content and form
inputs of these “composite” activities are not known, in practical terms the behaviour of the
latter is unpredictable. These content and form activities are compared to pure form activities
and expected to be more stagnant for the empirical tests when data on content activities is not

available.

The indicators that are taken into consideration here comprise the following: an indicator of
productivity, namely output per worker; the components of this indicator, namely an index of
output volume and labour (thousands of employees); the industry price levels and unit labour
costs. All the indicators supplied by the BLS are indices. The base of these indices has been
changed to either 1990 or 1987 in order to consider a trend over the longest period possible, the
end year of the series is the last year available in the dataset.”® In some cases the index series
calculated by the BLS do not include “pure” service activities, such as the services involved in
performing arts, because of the difficulties in estimating quality constant output, for example.
When there are not enough series available to calculate a content activities’ group, composite
content and form activities are compared to pure form activities and expected to be more

stagnant.

33 The interest of this exercise is to compare groups of sectors and the choice of the base year is not expected to have a specific
impact on one of the two or three groups.
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Unfortunately, the data relevant to the different indicators for all the sectors that have been
assigned to either group, is not always available; moreover, the index built from these indicators
tend to be even patchier as the data that is available for each indicator tends to vary.** These
indices can notably be aggregated in two ways: using specific weights, in this case the share of
output or employees, or by simple average. The first methodology can be used to produce an
indicator for the theoretical group, let’s say, of media content activities, as this was an industry
in which the activities were different inputs, each with its specific weight in the production
process. Using a simple average, instead, is the same as considering each element of the group
as a unique technology and the group as an average of “technology mix”. The latter
methodology is preferred to the former, because in this way we can create groups of

technologies and test Baumol’s idea of the existence of stagnant and progressive activities.

In essence, according to Baumol’s assumptions, we discuss and expect the following five
statements to be verified when we identify content and composite content and form industries as

stagnant and the pure form industries as progressive.

Statement 1: An increase of the stagnant sector’s output that is accompanied by an increase in
the number of workers, while the increase of output of the progressive sector is accompanied by

a slow increase or reduction of employment.

The data collected for this exercise clearly shows that on average, employment has increased
more significantly in the content industries (+50% between 1990 and 2006), compared to the
composite content and form industries (+11%) or in the pure form industry (+4.6%). On the
other hand, output has grown faster in pure form industries (+102%, between 1987 and 2004)

compared to the composite content and form industries (+90%).

Statement 2: Following this first point, labour productivity increases more significantly or

rapidly in the case of (the most) progressive activities;

The index of output per worker clearly indicates a more rapid increase in the pure form
industries (+103.6% between 1987 and 2004) than in the case of the composite content and
form industries (+30%). The increase in productivity in both cases is characterised by a faster

growth in the output produced than the increase in the labour employed.

** Therefore the “average” output per worker of the distribution activities, for example, is the average of a group of establishments
that is different from the group of establishments used to calculate the average price trend of the same group. The criterium used
here to select the groups is the following: we start from the definition of the group according to their function, and we use as many
activities whose data is available.
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Statement 3: Industry prices increase more rapidly in the case of stagnant activity than in the

case of progressive activities;*

Table 5: Economic Trends of Content, Content and Form and Pure Form Activities
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Index | Share |Index]Index| Share |Index |Index |Index |Index|Index]Index | Share |Index |Index | Index | Index | Index
1987 100.0, 100.0] 100.0] 100.0] 100.0] 100.0| 100.0] 100.0] 100.0] 100.0| 100.0
1988 105.9 105.3] 101.9] 99.5| 98.8] 103.6| 101.7] 111.0] 105.5] 96.7| 105.9
1989 110.5] 111.5] 103.6] 98.7] 98.2| 108.5 104.9] 122.6]| 107.5] 95.4| 113.6

1990 ] 100.0] 26.6%] 116.2] 100.0] 32.9%] 118.2] 103.7|] 95.7] 108.6] 119.8] 100.0] 40.5%] 106.5| 129.2| 108.8] 96.1] 120.2
1991 101.3] 27.0%] 121.1] 99.5] 32.7%]| 123.9] 101.1] 94.1] 119.3] 123.1] 99.5] 40.3%]| 108.3] 127.8| 109.3] 98.9| 124.2
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1994 ] 109.7] 27.6%] 130.5) 104.3] 32.2%]| 136.3] 107.3|] 95.5] 142.8] 145.8] 103.8] 40.3%| 110.6] 152.0f 125.4] 94.1] 138.7
1995 119.9] 28.4%] 135.4] 108.4] 31.4%]| 142.0] 112.6] 95.8] 148.0] 161.4] 108.8] 40.2%]| 113.4] 163.7| 133.4] 95.6| 150.2
1996 | 128.7] 29.3%] 139.7] 112.8] 30.9%]| 148.5] 116.8] 95.0] 152.1] 173.9] 112.9] 39.8%]| 114.1] 148.2| 123.7] 104.9| 156.8
19971 133.4] 30.0%] 143.3] 115.1] 30.5%] 153.4] 123.0] 98.9] 163.8] 194.8] 115.6] 39.5%] 113.5] 149.2| 125.5] 111.6] 166.0
1998 | 138.1] 30.2%] 141.6] 118.2] 30.4%]| 162.3] 147.1] 110.3] 157.1] 217.3] 118.5] 39.4%]| 113.5] 157.3| 137.7] 114.3| 178.8
1999 | 153.4] 31.2%] 148.9] 120.8] 30.1%]| 167.4] 160.2| 115.0] 163.9] 242.6] 120.3] 38.7%| 112.9] 173.2| 146.9] 107.7| 173.1
2000 | 167.9] 32.0%] 156.3] 125.7] 30.0%| 172.5] 173.8] 116.7] 171.1] 266.1] 123.1] 38.0%]| 113.4] 180.4] 151.3] 105.7| 175.4
2001]162.7| 32.3%| 162.5) 125.7] 30.2%] 178.4] 170.0] 111.3] 179.5| 272.9] 119.9] 37.5%] 113.4] 178.9] 152.4] 107.1| 173.1
2002 ] 148.6] 32.4%| 167.1] 119.7] 30.3%] 181.8| 176.5] 116.9] 172.0| 277.5] 114.3] 37.2%| 111.6] 177.5] 160.2] 108.8f 172.1
2003 ] 141.4| 32.8%| 173.0] 113.3] 30.1%] 186.9| 182.3] 127.1| 174.0] 300.6] 109.6] 37.0%| 110.7| 184.2] 175.5] 108.6f 173.8
2004 | 144.1] 33.5%] 178.3] 110.8] 30.1%] 190.2] 190.3] 130.1] 177.2] 328.6] 106.0] 36.4%]| 110.4] 201.7] 203.6] 103.5| 180.1
2005 ] 146.6] 34.3%| 185.2] 110.5] 29.9%] 195.2 105.4] 35.8%] 111.5
2006 | 150.0] 35.1% 111.3] 29.7% 104.6] 35.2%

Source: Computed by the author based on data and indices published by the BLS and the BEA. For a definition of the

sectors, see Appendix 2

The indices of prices built on the BEA and BLS data show that on average, prices have
increased in the composite content and form industries by 95% (between 1987 and 2005);

followed by the content industries’ 85% and finally the pure form industry, by 11.5%.

Statement 4: Given a general increase of output in the long run and the expected differential of
productivity growth, we should be experiencing a shift of employment in the media sector from

progressive activities to stagnant activities;

If we sum up the employment in the media related industries and classify them into the usual

three groups used so far, we notice that in 1990, over 26% of the total employment was

35 Following Baumol et al (Baumol, Blackman and Wolff 1985), under neoclassical assumptions the increase of prices should be
proportional to the drop in productivity. Given the differences in the composition of groups used to calculate the index of prices to
the one used to calculate the average index of labour productivity, the change in price is not expected to be proportional to the drop
in productivity and this comparison is not carried out.
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provided by the content industries, while almost 33% was based in the composite content and
form industries and over 40% from the pure form industries. This situation presented itself as
being quite different in 2006, as over 35% (+9%) of employment is provided by the content
industries, while just less than 30% (-3%) from the content and form industries and over 35% (-

5%) from the pure form industries.

Statement 5: Stagnant activities may be expected to experience, not only an increase in the total
cost of the salary because of the increase of total labour employed, but that this will be faster
than the growth of output. Therefore the indicator of unit labour cost, (which estimates the cost
of labour input used to produce a unit of output)’® should register a faster growth in the case of

stagnant industries than in the case of progressive industries.>’

Given the faster increase in the employment level in the composite content and form industries
compared to the pure form industries, the index of labour compensation shows an increase of
over 228% in the case of the former (between 1987 to 2004) and only 80% in the case of the
latter. Unsurprisingly then, we find that the index of unit labour cost reveals a much larger
growth (+77.2% between 1987 and 2004) in the composite content and form industries,

compared to the pure form industries (+3.5%).

Let us now summarise the results of this exercise. First of all, we constructed the indices by
using groups of different industries depending on the availability of data and indices, the
categorisation of these industries, however, is consistent with the functions they provide within
the media industry and with how many of these functions characterise one single establishment
(which is the unit measure of official statistics to specify the nature of an activity). In other
words, all media industries for which we have relevant statistics are divided into three
categories: content, composite content and form and pure form industries. Secondly, the trends
revealed by our analysis are highly consistent with the assumptions we formulated based on
Baumol’s theories and this is so if we identify content industries as the most stagnant and pure

form industries as the most progressive.

3.7. Towards Alternative Productivity Measures

The clearest challenge to providing a coherent productivity measure for a service sector is

plainly and ironically spelt out in this statement from Baumol and Oates (1972):

% And calculated as the ratio of current dollar labour compensation to constant dollar output (BLS 1999 p2).

37 This statement is taken from Baumol’s explanation of unbalanced growth and modified. The modification we apply is the non-
applicability of perfect markets. In Baumol’s models, markets are perfect and therefore, the labour moves from the most progressive
to the most stagnant activities while salaries stay the same in relative terms. If we do not consider perfect markets, we can explain
the relative increase of salaries in the stagnant sector as the response to the increasing demand for new (and better) labour, which is
triggered by the existence of the cost disease.
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”Productivity changes in the services, it is suggested, have taken the form
of better output rather than increased quantity per unit of labor input.
Although the direction of change in the quality of education or in the
adequacy of repair services is sometimes questioned, there seems little
reason to doubt, for example, that an appendectomy today is a much
better product than the corresponding operation in 1900.” (p89)

As explained and demonstrated empirically above, for the activities where the use of the
creative input is highly correlated to the output produced, measuring the quality of the service
becomes crucial. In fact, without quality increases productivity is likely to show a slow increase
or no increase at all. What we gather from Baumol’s ideas, is that a measure of quality of the
output of the currently stagnant industries should reflect the quality (e.g. level of salary,

education, etc...) of the creative input involved.

On the other hand, here I would like to provide some examples on the direction of the research
about quantifying quality of output in the service sector. This research is seemingly
characterised by what appears to be a common, although “implicit” trend in the service
innovation literature: understanding a service requires understanding the relationship between
providers and consumers, more than the nature or the characteristics of the object, or economic

entity C, as Gadrey defines it, that is integrating part of this relationship.

The new direction of productivity measures for service activities tends to embrace the fact that
quality trends can be extracted from customer feedback. Moreover, new concepts of
productivity are better understood as some kind of customer-focused efficiency. In fact,
efficiency is generally defined as either the capacity of producing the maximum output with a
given input, or, the capacity of producing a given output with minimum inputs. A new
definition of productivity can be understood to express the capability of producing a targeted
qualitative (as per customers’ opinion) and quantitative output, with minimum inputs; or the

best output with a given input.

As reported by Adam et al. (1995, cited in Vuorinen at al. 1998), from the work carried out
during the First International Research Workshop on Service Productivity held in Brussels
in1994, six general requirements to guide the formulation of a service productivity concept have
emerged (Vuorinen et al. 1998 p392): (1) Service output has to be seen as the value for the
customer and from the perspective of the customer; (2) Service output must be defined by its
quality level; (3) The customer must become a part of the productivity concept; (4) Measures of
productivity must be more customer-related; (5) Dynamic indicators of productivity must be
used instead of static output/input measures; (6) Situation specific measures have to be available

to allow for the complexity and diversity of service operations.
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Two examples of indications for a modern service productivity measure are mentioned here.
Vuorinen et al. (1998), simply define productivity as the quality and the quantity of output
divided by the quality and the quantity of inputs. According to these authors the output quantity
is determined by the volume of the service and the inputs’ quantity is determined by labour, raw
material and capital; while the quality of output is determined by customers’ perception and the
quality of input by intangible and tangible elements. Without specifying further any additional
steps to be taken, they support the idea of transforming the different measures into monetary

terms in order to combine the different elements.

An alternative and more detailed approach is proposed by Gadrey (2002). First of all, a notion
of operational efficiency is preferred to the notion of productivity; as output is re-defined, the

concept of productivity is renamed to reflect this change.

Hence, according to this author, ad hoc, detailed, sectoral studies should be undertaken in order
to provide different categories for different types of output. These types of output are then
divided into homogenous groups, weighted for their “case mix complexity” and for an index of
“quality per case” (also referred to as “service intensity”); an aggregate service output measure

is then defined by combining these three indices. The formula is the following (Gadrey 2002):

O0=QxCxl,

Where “O” is the service output index, “Q” the quantity of cases, “C” the case mix complexity
and “I” the service intensity or quality per case. The utility and application of this type of index
is explained through different examples, the most straightforward being possibly its application

to hospital output.

In fact, as Gadrey reports (2002), the number of visitors can be considered hospitals’ crude
output. However, given the wide range of types of case and their different complexity, the
number of visits can manifestly result in a very poor index to measure and compare different
levels of performance. Therefore, “a case mix complexity” principle, as defined above, can be
applied and cases divided into groups. In the case of hospitals, visitors are classified according
to their conditions and divided into Diagnosis Related Groups (DRG). These groups are then
assigned a degree of complexity and an average cost. However, for the same type of cases, two
different hospitals can apply, for example, different standards in terms of nursing,
accommodation and food services. These characteristics, among others, are supposed to be part

of the final component of the service index, called service intensity or quality
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3.8. Some Conclusions

According to Peter Hill (1999), Adam Smith generally defines the workforce employed in the
service sector as “unproductive” labour, because the output it generates does not increase the
stock of assets or because it is not “vendible”, and not because it is understood to be
“unnecessary”. However, the first to introduce the concept of “material” and “tangible” to
describe goods and differentiate them from services, is thought to be Jean-Baptiste Say in his

“traite’ of économie politique” first published in 1803 (Hill 1999).

Generally speaking, definitions and characterisations of a service and the service industry sector
have originally been developed around very simple principles: a service is what a good is not;
and any economic activity is part of the service sector if it does not belong to agriculture or
manufacturing. One could argue that this conception, despite its clear limitations, is still very
influential in modern economic thinking. In fact, it is clearly at the origins of the most widely
used categorisation of economic activities, i.e. the division between agriculture, manufacturing
and services. However, especially with the multiplication of specialised service activities, one
must nowadays question the utility of this categorisation, which divides into different groups the
computer and the IT support industries, but classifies under the same heading the local barber
shop, a research institute and a large financial holding company. Classifications of activities
according to different criteria, such as Baumol’s simple division between progressive and
stagnant sectors, are certainly less celebrated, but might appear more useful to understand the

dynamics governing modern economies.

As a consequence of this long-surviving conception, the service sector has protractedly been
described as producing intangible products, being dependent from the manufacturing sector for
technical innovation, and, as a consequence, playing a rather passive role in contributing to
economic growth. Moreover, because the service sector generally does not require extensive
factories full of expensive machinery, a service is generally and superficially defined by low

capital intensity.

Seemingly, many academics are departing from this conception and new definitions for services
and the service sector industry are put forward. These highlight and analyse the existence of an
interaction between different units and their respective roles. However, even though the service
sector has been re-defined in the economic literature, analysis of its economic growth and
dynamics are still generally and implicitly based on goods producing activities, as the three

arguments presented here testify.

Studies of the productivity literature such as the one introduced in section 2.4.1.3, or other

mainstream approaches normally do not consider pure stagnant services, such as those provided
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by the sector of education and health, because of the notable problem of measuring and
providing a monetary value of their output. Even though statistical requirements clearly justify
this proceeding, logically, it appears that particularly strategic sectors that can be influential to
the same productivity level are unduly ignored or left to rarer, specialised studies. Indeed, as per
the effect of unbalanced growth, employment in the stagnant industries is proportionally
increasing. Therefore productivity studies are leaving out of their estimates a growing share of

the economy.

Moreover, current productivity measures do not include customer feedbacks, as to reflect the
fundamental aspect of goods’ production process, which is the clear separation between
production and consumption. Theoretically, if the notion of productivity were modelled by a
modern definition of services, customer feedback would be naturally included in the definitions
of output and input. Moreover, including customer feedback in productivity analysis can
provide a methodology to incorporate product quality into outputs and inputs to goods and

services industry sectors, whether stagnant or progressive.

Innovation is often approximated with investments in R&D or investments in new technologies,
an estimation that is definitely more suited to manufacturing than the services industry. In fact,
as mentioned above, this latter seems to be generally characterised by other intangible
investments, which can be considered sources of innovation (such as in know-how, industrial
patterns and design, patents and licenses, training, customers’ lists, etc...); progress in product
quality is rarely included in the analysis, and this happens, for example, when technical
developments of a product can be clearly identified and measured (such as the case of hedonic

price measures for computer industry output).

The chapters that follow, on the other hand, attempt to provide an analysis of the sub-sectors
composing the PIS that is evolutionary, neo-Schumpeterian and “service-friendly”, as it is based
on the description of successive events, on the understanding of how these events are chained.
The notion of innovation used in this analysis stems from a neo-Schumpeterian perspective, to
become more service focussed and therefore inclusive (at a microeconomic level) of other types
of change. Certainly technical change plays a fundamental role as it enables the existence and
expansion of markets; however, institutional, organisational, managerial and stylistic changes

also play an important, even irreplaceable role.
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Chapter 4 - Modularity, Services-ation and Technological
Trajectories: The Evolution of the Information Technology

Sector

*“... one sees that the evolution of firms and of
economies does not lead to any easily predictable
equilibrium, much less an optimum, but is a
complex process, probably continuing
indefinitely, that is probably best understood

through an examination of its history™
(Simon 1996 p47).

4.1. Introduction

In this chapter, we select and describe a number of changes and characteristics to the production
processes of the ICT sector, in order to introduce (in the following chapters) some concepts that
will be employed to understand the innovation dynamics of the wireline telecommunication and
audiovisual media service industries. These concepts, which are modularity, services-ation and
technological trajectories, concern various aspects of the production process and innovation
patterns. We choose to focus our analysis on the semiconductor and the computer industry,
given the importance that neo-Schumpeterian theories grant to the motive and carrier branches

in shaping other industries’ production processes.

Specifically, we start with a brief account of the main developments and characteristics of the
semiconductor industry. In this section, we want to stress the relevance to our viewpoint of
findings put forward by Linden and Somaya (2003). These authors report that although the
semiconductor industry is clearly cutting edge when it comes to implementing new
technologies, it is experiencing a productivity gap between the design (slow growing) and the
possibility of construction (fast growing) of new microchips. This example underlies the
relevance and crucial role of the creative inputs as we explained earlier through Baumol’s Cost

Disease theory.

Following this brief history of the semiconductor industry, we provide an account of the
computer industry. This account is divided into three phases; the first phase is dedicated to
mainframes. During this phase, companies producing this type of product are vertically

integrated; different standards co-exist and they depend on their manufacturer. The second
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phase described is the one of the Personal Computer (PC): following the introduction by IBM of
an open standard computer, this type of computer becomes the de facto standard and the
industry becomes mainly characterised by horizontally integrated market segments. The third
phase is the one of the services-ation of large computer manufacturers. During this phase, which
is still unfolding, large computer manufactures change into industries mainly characterised by
service activities. For obvious reasons, this change also affects the drivers to innovation which
become increasingly shaped by the demand (the customers’ business needs). Even technological
change becomes shaped by the value that can be generated when combined with the service

activities delivered.

In other words, if we explain the change of trend in terms of sources of innovation using the
“technology-push” versus the “technology-pull” dichotomy, we argue that both aspects
influence the innovation process, although innovation seems to have been driven mainly by the
first, from the start and until the 1990s, and by the latter from the 1990s to the current day.
Moreover, before getting into the description of the technological change and the evolution of
business models, the role that institutions played in shaping the sector and the methods used is

briefly described.

The history of IBM is used here to describe some of the major events that have characterised the
sector. Although the story told in here does not concentrate exclusively on the events that have
characterised this company, this method could be thought as too simplistic. However, on the one
hand, this choice is made in the interest of keeping this account succinct, and on the other hand,
IBM is certainly the company which has influenced all three of these phases more than any
other company: in fact, IBM was the largest producer of mainframes and the first to introduce a
line of compatible machines; this same company introduced the PC that became the industry
standard, and finally, after the adoption of a new strategy, this company also became the largest

IT service provider.

From this account, there are two important subjects that might also be included because of their
large influence on the history of the computer industry: the first is the evolution of the software
industry, while the second is the invention and diffusion of the Internet and the World Wide
Web. However, these subjects are only partially included in the story here, and the main
rationale for this choice is the necessity of keeping the account short, although as
comprehensive as possible. Therefore, the software industry is only examined here in relation to
its direct contribution to the hardware industry, while the development of the Internet is mainly
a background event enabling further technological progress. The omission of this latter is also

justified by the fact that this chapter (and the following) mainly aims at providing more
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explanations for the economic performance of specific PIS industries and the Internet in itself

does not constitute a singular industry.

The second main objective of this chapter is to provide a rationale for the modularity literature,
using the changes which occurred in the semiconductor and computer industries. As explained
above, this modularity literature will be used to discuss the indirect influence of the
semiconductor and IT industries on the organisational settings of other industries, and

particularly on telecommunication and media.

4.2. The Role of Public Intervention

This chapter starts with an account of the influence of institutions on the development of IT
industry. We start with this subject because although the IT sector is certainly less regulated
than telecom and media, we want to highlight the important role that institutions and
governmental organisations, such as the Department of Defence, the Justice Department, courts
of law and the Federal Communications Commission (FCC) played in shaping the semi-

conductor and the computer industries.

The following account draws on Usselman’s (2004) description of the relationship between
institutions and the industries of the sector considered here and the evolution of that
relationship. On the one hand, part of the institutions, including the powerful Department of
Defense, were very interested in the development of valves, transistors and later of semi-
conductor and computers and they were sustaining the revenue and the research of a selection of
companies with large orders and contracts. On the other hand, another part of the institutions,
notably the antitrust division of the Justice Department and the FCC, played the role of
watchdogs, and shaped the structure of the industries through lawsuits, consent decrees and

settlements.

The two types of institutions, however, pursued the same objectives: sustained rate of
innovations and frequent introduction of new products. The importance of the influence of one
or the other type of institutions changed from the mid-fifties (when the commercial market
blossomed) and shifted from the Department of Defense to the watchdog institutions: in fact, it
is after this turning point that important lawsuits were filed and consent decrees and settlements
signed. However, throughout the entire period governmental agencies seemed to tolerate and
even encourage the existence of dominant firms, as long as their innovative record could justify

their large size and important market share (Usselman 2004).

The interest of the institutions was not only limited to the organisational structure of a sector,
but also to the shaping of technologies. As Freeman and Louga (2001) report, in the mid fifties,

during the cold war, the government tried to stimulate the development of different types of
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transistors, which were thought to play a key role in the future of military equipment, by placing
orders for a total of thirty different types of germanium and silicon transistors to about a dozen

different semi-conductor companies.

Later, the Department of Defense was pushing for miniaturization and increased reliability of
circuits, two characteristics which became two of the most important R&D drivers, through
contracts with electronics providers Motorola and Sprague, among others (Holbrook et al.

2000).

The influence of the government through procurement was not only limited to the electronics
industry, but also to the computer industry: in fact, the interest of government agencies in the
high-end-performing machines and their links with IBM and other companies is well

documented (see Usselman 2004).

Some of these lawsuits, consent decrees and settlements are of particular interest here and they
deserve special attention in order to explain the technological trajectory and the evolution of the
market structure of the industries. The first two important consent decrees date from 1956;
Following the first of these consent decrees, because its parent company AT&T agreed not to
pursue its interests and research in the computer industry but focus only on the
telecommunications industries, Bell Labs was forced to offer licenses for its transistor
technology to any party interested and willing to pay the upfront fee of 25,000 dollars
(Holbrook et al. 2000). The second of these consent decrees, this time involving IBM, marked
and imposed the beginning of unbundling of its product as well as of its organisation. In fact,
following this decree the company had to sell and lease equipment which allowed consumers to
purchase parts of the system from competitors (and therefore release licenses and patents); the
consent decree also insisted that the company would separate its data processing services and

create a new wholly owned and independent subsidiary (Usselman 2004).

Two other major and long antitrust lawsuits involved IBM and AT&T renouncing their
monopoly practices in shaping the technology and the structure of the sector. These lawsuits
were filed at different stages. The first, against IBM, was announced in 1969 (Usselman 2004)
and the second against AT&T a few years later in 1974 (Hundt 1994). Yet, both were resolved
in 1982 on the same afternoon. The asymmetry of the decisions taken clearly provides an
unambiguous picture of the policy orientation towards market structure and innovation at the

time.

The results of these lawsuits were that AT&T had to break up the company into local carriers
and one long distance carrier (as explained in more detail in the next chapter), while IBM was

allowed to pursue its business in its current form. The rationale behind this choice, apart from
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the increasing role played by deregulation arguments in public policy debates at that time, was
that of promoting technological innovation and access in the industry. AT&T was found to limit
this access, while IBM, in its current market position, was seen as highly innovative as well as
playing more the role of a technology broker, providing stability to the market without

hindering the forces of competition (Usselman 2004).

We can add to this analysis that these decisions are in line with the different regulatory takes
characterising these two information sub-sectors: as will become clear from the accounts of the
evolution of the IT and the telecom sectors in this and the following chapters. This history
reveals that regulations in the telecommunication are obviously necessary and the involvement
of different state departments in the telecommunication sector is direct and somewhat of a
tradition: the creation of a natural monopoly following the 1921 Willis-Graham Act and the
release of different “slices” of radio spectrum to foster the adoption of different mobile
transmission technologies, are just two examples. However, the computer industry is an activity
which is thought to grow and innovate independently in a manner more similar to a classical
market situation: government intervention, although certainly highly influential, appears to have
been more strategic, indirect and subtle. This is clearly demonstrated by the procurement
contracts mentioned above and by the succession of computer enquires which attempted to
separate voice services, the highly regulated activities of telecommunication industries from
data communication, which was mainly provided by IT industries and had to be excluded from

the regulatory framework designed for telecommunication services.

4.3. The History of Semi-Conductors

The rapid improvements of technologies in the semiconductor industries as predicted by
Moore’s Law have already been explained in Chapter Two; also in Chapter Two we have
explained the viewpoint of neo-Schumpeterian account and the crucial role attributed by these
accounts to the semi-conductor industry, the one of motive branch, in shaping the fifth
Kondratieff wave of development. Here we simply trace the technological progression of the

industry by outlining its stages as a succession of radical innovations and new products.

The modern semiconductor industry finds its origins in the production of transistors and valves.
As mentioned above, the production and development of these products, which were used for
radio transmissions, were exclusive to Bell Laboratories until the 1956 consent decree. In the
years that followed this decree many other companies undertook the development of
semiconductors in what was an oligopolistic yet competitive environment: Sprague Electric,
Fairchild Semiconductors, Shockley Semiconductor Laboratories and Motorola were the most

important players in the market. Moreover, in 1968 and after leaving Fairchild Semiconductors,
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Robert Noyce, Andrew Grove and Gordon Moore founded what would later become the most

important company in this sector: the Intel Corporation (Holbrook et al. 2000).

As mentioned above, increased reliability, miniaturisation, as well as cost reduction, were the
main drivers for R&D in the industry.”® Therefore the technological trajectory of the
semiconductor industry can be stylized with the following succession of more powerful,
increasingly complex and relatively cheaper products: before the solid state revolution, valves
and transistors were the main semiconductor devices. Later, the solid state revolution replaced
the process of electronic conduction in gaseous state form using vacuum tubes, and introduced

the use of silicon-based semiconductor devices.

Another important innovation is represented by monolithic integrated circuits, or multi-

transistor circuits, which were introduced in 1959 by Robert Noyce (Holbrook et al. 2000).

Certainly even more important was another invention that changed the computer industry.
Between 1971-1972 Intel Corporation introduced the microprocessor, a semiconductor with
computing capabilities (Lazonick 2005, Freeman and Louca 2000). Computers then benefited
from the progress in the design and production of Printed Circuits Board (PCB) and different
electronic components including semiconductors and microprocessors could be interconnected

and used together as a system.

This type of system, even though still with more limited functionalities, can be built nowadays
on a single chip (called Systems on Chip or SOC). These SOCs are chips that incorporate at
least one processor, memory and any number of other functions, such as protocols converters,
signal processors and input and output controllers (Linden and Somaya 2003) and are now the

base elements for “smart” electronic devices.

These SOCs represent an improvement from systems assembled on a PCB as they are capable
of quicker operating speeds, lower power consumption and improved system reliability.
Moreover, SOCs can be used to produce final products that are of reduced size and complexity

and they have lowered unit manufacturing costs (Linden and Somaya 2003).

We consider this progression from systems integrated on PCBs and SOCs a good illustration of
the passage from a Fordist to a post-Fordist’s organisation of production according to the

modularity literature. Although this difference will be better detailed below, we report here

*% According to Rhines (2006), for example, cost reduction has been the driving factor toward miniaturization.
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Linden and Somaya’s (2003) explanation of the difference between the two production

processes.

In the case of assembled PCBs systems, components are manufactured separately and
transaction costs’ are limited to the costs incurred in the traditional trading of goods: these are
related to ensuring quality, good’s delivery and the coordination of design. Alternatively, in the
case of SOCs, the realisation of parts of the systems can also be delegated by the platform
integrator to other suppliers. However, given the fact that the production of a single system is
integrated (and performed by the integrator) what the main architect delegates is only the design
of some parts/functionalities. This process is referred to by these authors as “licensing of

design”.

The emergence of the “licensing of design” and the appearance of design modules (DMs) in the
semiconductor industry has been realised thanks to two historical developments: the first is the
establishment, around 1980, of silicon-based CMOS technology as the dominant technology for
semiconductor. The establishment of a standard, although only de facto, has contributed to the
standardisation of interfaces; the second development concerns the creation of design software
capable of characterizing the CMOS process limits of different chip plants (Lynden and Somaya
2003).

The possibility of decoupling design and manufacturing has allowed American firms to contract
out the production of semi-conductor to specialised foundries, especially in the Far-East

(Langlois and Steinmueller 2000).

Transaction costs are normally higher in the case of design modules than in the case of
components and they depend on technological interconnectedness, the diffusion of various
entitlements, the allocation of values and processes of monitoring and metering (Linden and

Somaya 2003).

These authors also notice an important feature which is relevant to this account as it provides an
illustration of Baumol’s Cost Diseases as we have explained above, and this, in the case of one

of the most innovative and fast moving industry. According to Linden and Somaya (2003):

“The SOC movement interacts with an important design problem being
faced by the semiconductor industry. While the complexity and density of
ICs has increased rapidly in keeping with Moore's law, improvements in
the productivity of IC designers have failed to keep up. This has resulted
in a so-called design productivity gap in the industry [...], which has
grown substantially through the 90s.” (p548)
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The part of the production process that depends on human creativity and labour or the creative
input, as we have defined it, is responsible for slowing down the overall rate of productivity
growth of the industry. The solution to this problem can be found by applying different forms of

standardisation.

In the specific case of the semiconductor industry, this standardisation has been partly achieved
with the diffusion of Electronic Design Automation (EDA) software. EDA software automates
various stages of chip design, simulation and verification. Moreover, these types of software
contains libraries of pre-tested design elements (called “cells”), which are tailored to the design

rules of one or more semiconductor manufacturer (Linden and Somaya 2003).

4.4. The Mainframe Industry

Following this brief account of the history of semiconductors, we now outline here some key
developments explaining the evolution of computer systems and of its manufacturers. This
account starts with mainframes and ends with the raise of the share of service activities, passing

through the account of the introduction of the personal computer.

As explained above, one company among others has been the most influential in marking the
history of computing: in fact, IBM was not only the most successful producer of different
generations of mainframes, but also the company whose version of the personal computer
became the industry standard in a very short time after its release. Moreover, some of IBM’s
strategic and organisational choices, all deriving from technical developments, have shaped

organisations and influenced the business model of the entire sector.

What follows in this section is a very short account of how representative generations of
mainframe technologies, the organisational settings underpinning these technologies and the
business models that have characterised them, have evolved: more specifically, the products
chosen here are IBM’s 650 and 1401 models, the revolutionary System/360 (S/360) and the “G”

series.

4.4.1. IBM Models 650 and 1401: A Service Approach as the Key to Success

Mainframes were the main computing technology between the 1940s and the 1980s after which
time personal computers and client-server technologies provided a more viable (and later

dominant) alternative.

During those early decades IBM was by far the main provider, as it controlled nearly half of
computers’ world market: moreover the computers’ market in that period was characterised by

the presence of a few, vertically integrated companies that produced many of their own
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components, developed their own software and sold their computers through their own sales

force (Dedrick and Kraemer 1998).

IBM’s 650 model differentiated itself from the other products on the market, because of the
company’s holistic approach in its design and delivery. IBM’s engineers were instructed to
build the 650 model by teaming up with marketing managers. This company was apparently the
first to realise the importance of a customer-driven design of technology, a principle that,
through several trial and error stages, is now quite clear to IT tools providers: in the opinion of
customers, technological aspects are secondary to providing an easy solution to business
problems. Therefore, the system’s programming, customer transition, field services, users’
training, the provision of spare parts and logistic aspects are all elements that carried weight in

the decisions that influenced the design of the model (Campbell-Kelly and Aspray 2004).

This same principles also guided the creation of the 1401 model: IBM included in this model a
Report Program Generator (RPG); this allowed people who were familiar with wiring up
plugboards on accounting machines to use familiar notations and techniques, and after only a
couple of days of training they could write business applications that could be used with this
model. Although this seemed to be a feature that was appreciated by consumers, many
companies kept ordering applications used for payroll, invoicing, stock control, production
planning and other business functions from IBM. However, the 1401 model met with a rather
unexpected level of success: the key of this success was to be attributed to a (rather marginal)
module of the system: the new model was equipped with a new printer (the 1403 model) that
could manage 600 lines per minute, or four times faster than the system it was replacing

(Campbell-Kelly and Aspray 2004).

This success demonstrated that in the case of customers the solution to business problems can
justify the purchase of new technologies: in fact, the resources saved thanks to the new printer
alone justified the purchase of a new system, relegating the extra features to the role of a “free”

and welcomed bonus.

4.4.2. The System /360: the First Modular Computer

Many circumstances led to the brave decision made by IBM management to undertake the
“System /360" project, which revolutionized the entire production line. As explained above, at
the time when mainframes were the most popular computing machines, companies were
vertically integrated as they produced most of the modules necessary for their systems. IBM,
however, although vertically integrated, with its seven products on the market it could have
been described as a corporation of seven different companies (Campbell-Kelly and Aspray

2004).
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When a new system was launched, the new design was unique: a new processor, a new
operating system, new peripherals and business applications were produced, while the legacy
systems were still in production. Buyers of new systems had to rewrite the existing applications

and take the risk of losing critical data (Baldwin and Clark 1997).

The S/360, which was conceived in 1962 and launched in 1964 (Campbell-Kelly and Aspray
2004) was a single product line of systems of different sizes and capabilities that could share the
same peripherals and applications (Baldwin and Clark 1997; Usselman 1996). The range of
S/360’s products could satisfy the needs of the entire pool of IBM’s customers, from the ones
using machines for data entry to the ones making more scientific uses (Campbell-Kelly and

Aspray 2004).

The production of this new line of computers was achieved through modularity in design and a
new organisational setting: the design of the S/360 was composed of visible and hidden rules. A
Central Processor Control Office would establish the visible rules, which allowed the different
components to communicate and work together. Dozens of design teams scattered around the
world had to adhere to these rules, although they had the freedom to design the hidden elements
of the different modules (Baldwin and Clark 1997).

The S/360 was then a modular machine with proprietary interfaces and therefore the supply of
peripherals or other modules for the system remained entirely captive and exclusive to the

company itself (Langlois 2002; Chesbrough 2005).

Moreover, following a suggestion made by Kelly, former research director of Bell Labs later
employed by IBM, the company started also to produce its own integrated circuits (imitating the
example of RCA and GE) in a new facility near its plant in Poughkeepsie. This new production
was launched thanks to the consulting work of Texas Instruments’ experts, who jointly worked
with IBM personnel (Usselman 1996) in a collaborative effort that is rather common nowadays

in the IT sector, but certainly quite innovative at the time.

However, instead of aiming to develop new semiconductors, IBM preferred to invest in a
strategy of flexibility in order to be able to keep track of design changes and being able to

respond to changes in demand (Usselman 1996).

Although the idea of compatible systems was already shared among computer manufacturers,
IBM certainly benefited from its efforts and the S/360 became very popular: the strategic
weapon in IBM’s field, which gave it an advantage over its direct competitors such as RCA and
GE, turned out to be its sales force, capable of marketing complex products to business people

other than engineers and scientists (Campbell-Kelly and Aspray 2004).
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4.4.3. The Post S/360 Era: the commodification of mainframes, the fall of IBM and a new
strategy

In 1970 and following the success of the S/360, a new product line, the S/370, was announced
and then launched. This new line of products was technically improved and, if compared to the
performance of the legacy system, relatively cheaper. Technical improvements included better
performing electronic technologies: true integrated circuits were used instead of Solid Logic
Technology (SLT) modules and magnetic core storage was replaced with semiconductor
memory. The architecture supported time-sharing and communication-based online computing,
and the technique of the virtual memory, which maximizes the use of the physical memory, was

also a newly added feature (Campbell-Kelly and Aspray 2004).

Although the S/370 was certainly a competitive system, from 1976 IBM’s dominance of the
computer industry started to suffer from the growth of its competitors. According to Campbell-
Kelly and Aspray (2004), in 1976 IBM’s sales still accounted for fifty percent of the total
world’s computer market (but up to two thirds of the market for all mainframes), a percentage
that fell to 25% after only nine years. However, this reduction in IBM’s share of worldwide
computers was not due to a dramatic fall of the company’s sales, rather, an increase in overall
size of the market: in fact, while IBM’s “rate of dominance” declined, its profits still increased,

at least until 1985.

After the 1985 peak, IBM’s profits started declining up to a point when, in 1993, the company
had to report the largest loss ever by a private company. The main reason for this fall in profits
is to be found in the mainframe market (IBM’s main source of revenue) and its
“commodification” (the opposite of services-ation). In fact, many of the functions that were
performed by IBM personnel and their expertise (such as system integration) that gave IBM a
competitive edge, were gradually performed by software; in terms of technical capability, IBM
competitors’ products were equally good but also cheaper, therefore an increasingly large share
of the extra demand generated with the expansion of the use of computer was gradually fulfilled

by other companies (Campbell-Kelly and Aspray 2004).

This account of the decline of IBM’s dominance in the industry is crucial for understanding the
strategy of the company; in fact, as described in more detail below, IBM’s resurgence can be
explained by a reversal of this trend. After the 1990s, IBM bet on increasing its revenue through
the offer of new service activities, which increased the value added of its hardware (or rather,
the hardware becomes value-enhancing for service activities). This bet paid off and put IBM

back on top as one of the largest IT companies.
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Moreover, another episode of the history of IBM and specifically in the mainframe market is
important to illustrate the company’s new business model: a business model that is not just

specific to IBM, but a new characteristic of the computer market.

As Takahasi explains (2005), IBM realised in 1993 that its processor’s technology (bipolar) had
reached a bottleneck and that it was time to move to the CMOS standard. In fact, even though
bipolar circuits were faster than CMOS, the aggregation of more circuits, which was the way
forward to increase the speed (and the main driver for mainframes technology) would increase
the temperature of the processor in such a way that the current water cooling system could not
possibly deal with it. Therefore, even though bipolar technology was faster than CMOS at the
time, it really had no future.

The switch to CMOS was not straightforward as is shown by the completely redesigned System/
390 (or the “G” series): not only had the company to develop new processors, but also
electronic buses instead of cables, fans instead of plumbing, new electronics and housing and
new computer diagnostics. Every sub-system or module of the system had to be redesigned

(Meyer, Anzani and Walsh 2005).

IBM engineers managed to go back to the drawing board and introduce a technology that was
not designed in-house (which was the first time in the mainframe division, but not in the
personal computer division, as explained below) and design everything else to be able to
function with this technology. Another hurdle was that even though there was little doubt that
CMOS technology would have quickly improved, at the time IBM was going to supply its
customers with a technology that, although more efficient in terms of space and energy use, was
four times slower. This problem was partly solved by introducing a tight coupling technology
called Sysplex, which would share the workload across different machines: in fact, what the 400
Millions of Instructions Per Seconds (MIPS) bipolar processors were able to deliver, could also

be delivered by four new coupled CMOS based mainframes (Meyer, Anzani and Walsh 2005).

The new “G” series was quite radically different from the legacy systems: it followed more
closely a model of horizontal integration that IBM launched itself almost a decade before. For
this reason, the S/370, which preceded the S/390, might be considered the last original line of

mainframes.

4.5. A New Technological Trajectory in Computing: The Personal Computer

In this section, we first present a short account of the history of personal computing and second,
we explain how its introduction and the open standard design that largely characterised the PC

market has changed the structure of the entire sector.
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4.5.1. From Hobby to Mass-Consumerism: a Brief Account of the PC’s History

Similarly to the development of the commercial radio, a hobby-based community spun off the
personal computer. The first electronic device that can be considered a PC, designed in 1975,
was the Altair 8800: this computer was “personal” in the sense that it was relatively cheap
($397) and was affordable to the average individual. However, it still maintained the features of
a hobbyist-based artefact, as it was sold by mail orders and buyers had to assemble it themselves

(Campbell-Kelly and Aspray 2004).”

The second step on the technology path of the personal computer is represented by the
introduction of the Apple II. This artefact, shaped by Steven Jobs’ marketing ideas and Steve
Wozniak’s technical knowledge, both co-founders of Apple Computer Inc., started the
technological trajectory that was later followed by the IBM compatible PC. In fact, Steve Jobs’
driver was the idea that the microcomputer was ready to leave the hobbyists’ sphere and become
an electrical appliance for the average household. In order to fulfil this destiny the Apple II had
to be a self-containing unit with a keyboard to enter the data, a monitor to display the results of
the computation and a storage unit to hold data and software. This was the project that Wozniak

materialised and introduced in 1976 (Campbell-Kelly and Aspray 2004).

However, this computer did not generate enough expectations and its distribution was limited
when compared to the IBM PC. That said, the introduction of this computer and its less famous
competitors, the Commodore PET and the Tandy TRS-80 created enough market to launch a
software industry that was collaborating with computer manufacturers without being vertically

integrated to them (Campbell-Kelly and Aspray 2004).

Therefore, by the beginning of the 80s, the first frontrunner PCs had been thrown into the
market, microprocessors had become cheaper and more sophisticated, and applications for
information processing were expanding (David 2000). It was in this context, and precisely in

1981 that IBM launched its version of the Personal Computer.

Three features of the IBM PC contributed to its success as the most popular machine of its kind.
The first was that the IBM computer was modular. In fact, IBM assembled the computers from
sub-systems that, in large proportion, were made by other companies: the 8088 microprocessor
by Intel, the floppy disk drives by Tandon, the power supplies by Zenith, the printers from

Epson, the MS-DOS operating system from Microsoft. Moreover, contracts with these suppliers

¥ As its technology was open, this system became modular: some entrepreneurs or hobbyists tried to make a profit from their
interest in this quickly expanding tool by selling compatible modules such as add-on cards or software (Campbell Kelly and Aspray
2004).
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were not exclusive, so that these companies had the ability to market the same components to
other manufacturers (Campbell-Kelly and Aspray 2004). According to Langlois (2002),
although the IBM PC was not leading edge in terms of technical standards, and at one stage
lagged behind some of the platforms already on the market, this approach led to a more rapid

rate of innovation than integrated systems, which in turn quickly fell behind.

The second feature of the IBM PC was its open standard. In fact, the PC presented the following
interfaces: “card slots”, a parallel printer port, two serial ports and a video output port. These
standards were either based on available-for-general-use industry standards or on standards that
IBM initially made available. Therefore, any company could provide add-on devices and the
software could be used in combination with these add-ons, in order to manage the flow of input

and output data (Steinmueller 2005).

The third factor that made the IBM PC the most popular machine of its kind at that time was
actually the IBM logo. IBM’s tradition of supplying machinery for businesses somehow
legitimised the PC’s “utility” for both business applications and the household and promoted
this tool from “hobby” to “productive” (Campbell-Kelly and Aspray 2004).

The open standard design was the factor that generated a sustained network effect: other PC
manufacturers, the first ones being Tandy, Commodore, Victor and Zenith (Campbell-Kelly and
Aspray 2004), switched their production and built IBM cloned machines (also with the faculty
of assembling most of the same components that characterised the version IBM was
distributing). The advantage of building IBM compatible machines was that these products
could benefit from the existence of different add-ons which increased the value customers could

attach to it, and do this without further investments in R&D from the computer manufacturer.

The IBM machine soon became very popular and in the first year of its existence gained 25% of
the PC market. In the two years that followed, it became a de facto industry standard, as many
other companies started to produce IBM PC compatible, totalling another 50% of the market
(Usselman 1996).

However, this result does not seem to have been in IBM’s plans: the choice of building a
personal computer by assembling modules that were supplied by other companies was probably
motivated, once IBM decided to enter the PC market, by the necessity to provide a quick
alternative to the existing platforms and because building a PC completely in-house and almost

from scratch would have taken many more years.

Moreover, a second factor explaining IBM’s design of the business model that characterised the

PC market, can be related to the 1956 consent decree and the requirement given to IBM at that
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time to unbundle some of its products and allow other companies to produce compatible parts.
More importantly, however, is the fact that IBM invested in the PC market so that it was not
seen to be “losing ground” to the competitors, but without any intention to make a mark. As
reported by Usselman (1996), an executive close to the top management at that time said that
IBM thought the PC was going to be a small market and that you could not make big mistakes

in a small market.

Therefore, the choices IBM made, that shaped the PC business model, seem to have been
motivated by “easy options”, such as building assembled PCs to avoid investing important
resources in R&D and adopting an open standard approach to avoid further, potential anti-trust
persecutions. Moreover, these choices were made in a context (or because of this context) that

did not give IBM too many incentives.

As explained above, technological progress of the PC platform was dependent on the
development of multiple innovations, including the modular approach, and a key role seems to
have been played by the software industry, in rapidly developing user-friendly applications
programmes for both the home and the business users. Here, we argue that the relationship
between computer hardware and software (as it is especially visible thanks to the modularisation
of the PC platform as the two sectors are distinct) is a good illustration of the (neo-)
Schumpeterian concept of “swarm of innovations”, as technological progress in these two
separate industries push each other forward, they are intertwined and their trajectories become
interdependent. As an example, the VisiCalc application, which is the original calculation
spreadsheet or the precursor of later applications such as Lotus 1-2-3 and Microsoft Excel
(although some accounts have over-emphasized its role too much) has seemingly played the role
of killer applications and increased the value of the PC and helped its diffusion (Campbell-Kelly
and Aspray 2004).

Moreover, the evolution of the operating system and other applications is also a good example
of interdependency of the technological trajectory between hardware and software: while the
personal computer had to become smaller, cheaper and compact to become a household-friendly
appliance, the operating system and other applications had to make the PC more user friendly,

as computers were destined to be used by an increasing proportion of less technical people.

Although only relatively successful, the first affordable personal computer to be equipped with a
Graphical User Interface (GUI) was Apple’s Macintosh, released in 1984. After the release of
the Macintosh, it became clear that the next big innovation in the computer industry was going
to be a GUI for IBM compatible PCs: this materialised in 1985 with the release of the first
version of Microsoft Windows (Campbell-Kelly and Aspray 2004).
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This version of Windows, however, was too sophisticated for the current level of technology
available: it is only towards the end of the 1980s, with the release of Intel’s 386 and 486
processors, that using Windows became practical. Furthermore, the introduction of these new
and more powerful engines for the PC platform, following a virtuous circle, enabled the
development of more sophisticated operating systems, as demonstrated by the release of

Windows 3.0 in 1990 and Windows 95 in 1995 (see Campbell-Kelly and Aspray 2004).

Evidence of additional synergies between hardware and software industries is pointed out by
David (2000): the development of a multi-purpose computer replacing task-based
minicomputers (used for desktop publishing or financial applications), which was completed
during the 80s, contributed to the diffusion of general purpose (or multi-purpose) software

packages.

Clearly, the combination of demand for multi-purpose software packages, coupled with the
diffusion of a de facto standard (in the first years of its life already characterised over 75% of
the PC market) enabled the transition from a software industry mainly producing customised
products to a software industry mainly characterised by the production of (standardised) pre-

packaged digital goods.

45.2. The PC Market and the New Business Model

Although several companies, including IBM, were buying some of the parts for their IT systems
from affiliated companies already in the 1970s (see above, in the history of the mainframes) the
dominant business model of the mainframe era was characterised by an oligopoly of vertically
integrated companies (e.g. IBM, NCR, Fujitsu, Hitachi). Following the introduction of the PC,
most of the computer industry was (and still is) defined by horizontally integrated segments,
with thousands of companies competing at different levels of the value chain (Dedrick and
Kraemer 1998). For example, Intel and Motorola were competing in microchips; Sharp, NEC

and DTTI in the matrix display field, and so on (Kodama 2004).

It was not just companies that were affected in the specialization of components: the IT value
chains spread internationally and some countries specialized in producing specific parts: Korea
specializes in PCs and monitors, Japan in notebook PCs and DRAM, Taiwan specializes in PCs,

monitors and motherboards and Singapore in hard drives (Dedrick and Kraemer 1998).

4.5.3. The Platform Leadership: From the IBM to the WINTEL Platform

As mentioned above, IBM did not expect to see their product become the de facto standard of a
significant new industry. Neither did IBM expect that its own product would start evolving

independently from its originator company.
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The role of the platform leader (or system architect) will be explained in more detail in the next
chapter dedicated to the modularity literature. For the purpose of the historical account here, this
role can be simply described as follows: a platform leader is a complementor (or module
makers) producing key standards, which one necessary for the other complementors to produce

their own parts (Cusumano and Gawer 2002).

In the case of the PC industry, the first key standard or interface is the system bus, which is the
component that links most of the hardware parts together. By the end of the 1980s the original
bus became the bottleneck of the system as it limited its performance. A new bus was needed
and a war of standards was engaged: three bus architectures arose to solve this bottleneck
(Chesbrough 2005). One of these standards was IBM’s micro-channel architecture, which
unlike its predecessor a decade before, was proprietary (Steinmueller 2005). Almost a decade
after first IBM PC, the company retraced its steps and tried to re-establish its influence on the

technological trajectory of the product it originally helped to create.

However, this was too little, too late. In fact, the specific standard winning the battle was Intel’s
Peripheral Component Interconnect (PCI) (Steinmueller 2005): this result was achieved by
integrating the bus and card expansions’ slots onto PCs motherboards (Cusumano and Gawer

2002).

The other important key standard or interface is the operating system provided by Microsoft: as
explained above, applications played an important role in adding value to the PC and any
application that was going to be written for the PC had to be compatible and work in

conjunction with the operating system.

As described by Cusumano and Gawer (2002), the platform leader has an influence on these
three issues: first is the integrity of the system or the compatibility of its modules; second, its
technological trajectory and third, how to maintain the leadership. Clearly, since the end of the
1980s IBM had lost control of all of these aspects of the platform; that is why technological
progress has transformed the IBM compatible into the Windows-Intel (WINTEL) platform.

4.5.4. Innovation and Competition in the New Business Model

With the switch from a business model characterised by vertically integrated companies to
horizontally integrated segments, the type of dominant form of competition between participants
(especially in the case of the producers of the final product) changed from Schumpeterian to

classical.

As explained above in the section about the mainframe industry, different machines were based

on different technologies and market shares were gained by introducing new and disruptive
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technologies (e.g. the Complementary Metal-Oxide—Semiconductor (CMOS) processor instead
of the bipolar one, which can be considered a disruptive technology, as its adoption required the

development of a specific system and other new technologies).

The products that result from the new business model are a lot more homogenous (in fact, the
majority of these follow the same standard) and competition generates incremental innovations.
Therefore, given the existence of parallel competition and the specific contribution of each
component to the platform, module makers try to ameliorate, through innovation, the
characteristics of their product that would mostly increase their value added, and this within the
platform leaders’ pre-determined technological trajectory: for example, new microprocessors
are developed into quicker and more reliable components, while hard-drives’ technological
progress consist of quicker access, increased storage and reduced physical space. Different
generations of these two components, however, should still be able to exchange data using the
current bus technology and to be managed by, and work in combination with, the current

operating systems.

This shift from Schumpeterian to classical competition and the changes in the efforts to innovate
that result from this shift, are best illustrated if we compare the innovative efforts of PC

manufacturers, which are not platform leaders, with the innovative efforts of mainframe makers.

The innovative efforts of mainframe makers have been described above by presenting the case
of a few generations of IBM’s mainframes and they do not need to be re-stated here. We simply

need to remind the reader that these where the result of intense and expensive R&D.

The innovative efforts of PC makers, on the contrary, are not based on new technologies: in
fact, PC makers rely on module makers for technically improved components. Their
competition is mainly based on price (as typical of a classical competition), marketing-related

factors and organisational settings.

A good illustration of what innovation might mean nowadays for PC manufacturers, comes
from Dell’s success story. According to Kraemer et al. (2000) Dell completely removed the role
of resellers, by selling directly to customers through its web sites. Moreover, this company
implemented a built-to-order process, which gave it a competitive advantage vis-a-vis its direct

competitors.

In fact, in a market where product cycles can be very short, some of the problems that Dell’s
competitors (e.g. IBM, Apple, Compaq) face are excess inventories of past products or
shortages of hot new products or slow resellers. Dell’s solution was to create an efficient

information sharing-network between its procurement, logistics, production, services and
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support departments using of course, IT based information networks. These processes and new
networks not only have allowed Dell to reduce its inventory, but also to speed up logistics and
product cycles, as well as to better understand user markets, so that additional services to
customers could be offered. Similar networks were used to share real time information with
suppliers and achieve virtual integration; moreover, suppliers were, by contract, required to

establish their warehouses at a maximum of 15 minutes distance from Dell’s factories.

Therefore, Dell’s acquisition of its market share is not the consequence of its ability to introduce
on the market leading edge technology- products as a result of its own in-house R&D, following
the typical scenario of the mainframe industry. Instead, Dell’s success is based on its
establishment of a new a complex production process, new organisational settings that best
match the new production process and a new marketing strategy (as the company advertises the
“online” selling) which allowed this company to supply products that are similar to the ones its

competitors can supply, but at a reduced price.

4.6. The Services-ation of IT Industries

Another important milestone of the computer industry, although relatively recent and still
evolving, is represented by what we call here services-ation. With this term, we indicate the
change of strategy some of the largest IT manufacturers (such as IBM and HP/Compaq) are
undertaking. This strategy focuses on the expansion and creation of new service activities as
well as concentrating on an increasing share of innovative efforts to this objective. In fact, even
hardware and its technological progress are increasingly subject to, and shaped by, the delivery

of service activities.

In the rest of this chapter we provide a short account of the evolution of the IT industry from an
activity mainly characterised by manufacturing to services, through the history of IBM. This
company is certainly representative of this change: as reported by Waters (2004) of the
specialist press, IBM was the quickest to realize that selling services was the biggest growth
business in the IT industry. In 2003, IBM’s service delivery accounted for 48% of its revenue
and 41% of its profits (Waters 2004), making this company the largest IT service provider
(Market Wire 2004).

4.6.1. A Brief History of IBM’s Services: From Value Enhancing to Value Generating

As explained above, IBM delivered services before the 1990s; however, the type of services and

their centrality to the business model changed quite consistently after that date.
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At an industry level, the share of revenue generated by service activities in the IT industry was
already 13% in 1963. This level of revenue, although following alternating trends, further
expanded during the 1960s and 1970s reaching over 20% in 1978 (Usselman 2004).

As the history of IBM informs us, the type of service delivered in the years of the mainframe’s
dominance was shaped by this technology: in fact, the main service activity was data

processing.

Another consequence of the 1956 consent decree and the “unbundling” measures imposed upon
IBM was the creation of a new and independent entity, the Service Bureau Corporation (SBC),
which offered data processing services in a potentially competitive environment, according to
the wish of the Department of State. The share of revenue of this independent subsidiary grew
to 4.6% in 1966, which, if summed to another 3.5% coming from other service activities,

including software, equalled the average of the industry.

The start of the modern service delivery activities for IBM dates back to 1989 when the
company, together with the Eastman Kodak Company signed an agreement by which the former
designed, built and managed a data centre for Kodak, in Rochester, New York (IBM corporate
archives 2002).

Following this first agreement, IBM started to shift its corporate strategy and increasingly
focussed on service delivery. In 1991, when Louis V. Gernster became chairman, the company
was going through its darkest period (IBM corporate archives 2002). As explained above, it was
during the commodification and the twilight of mainframes and the raise of client-server
technologies, while the PC market had increasingly taken an independent path and the

company’s role in the market was diminishing.

In this context, the new chairman and the management of the company faced two choices:
breaking up the company (which was already run as a group of distinct activities) or find new
synergies between the different departments and attempt a resurrection. It was during 1993
when IBM’s management chose the second option and started to integrate its activities instead
of breaking them up; two years later this choice lead to the foundation of IBM Global Services
(IGS), which became the focal point of this model, bringing together hardware, software and
services (IBM corporate archives 2002).

Moreover, the creation of IGS had a “standardization effect” of the service delivery process: as
a matter of fact, by summing up the number of different service activities that could be offered

by IBM worldwide, the total revealed 2500 different categories. The range of different services
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delivered following the introduction of IGS was consolidated into a portfolio of 100 globally

consistent solution categories (IBM corporate archives 2002).

4.6.2. IBM and its Current Service Activities’ Portfolio: Disseminating the Fruits of its
Own Learning Experience

IGS today offers the following range of services: consulting, custom programming, systems
integration (designing, building and installing complex information systems), systems
operations (in which a vendor runs part or all of a company's information systems), business
innovation services (such as supply chain management), strategic outsourcing, application
management services, integrated technology services (such as business recovery), networking
services, learning services, security services, storage services and wireless services (IBM

corporate archives 2002 p2).

By using and adapting Gadrey’s concept of service triangle, we can summarize IBM’s range of
service delivery activities as follows: a customer is the element B of the model while its
business processe(s) and/or its business model are the C element. IBM, or the service provider
A, is asked to modify and modernize C. In order to achieve this, IBM uses a combination of

knowledge, hardware and software.

It is important to note here that the knowledge used to (re-)shape these service activities, comes
from the adoption of new ICT tools and the development of new production processes in

combination with these new tools. As explained in IBM’s corporate archives (2002):

“IBM converted its in-house experience in e-business into several
commercial opportunities. For example, internal advances based on
business intelligence and knowledge management tools were incorporated
into many solutions, and IBM's expertise in using the intranet as its
primary internal communications channel paid dividends when many
customers asked IBM to build similar web environments for them.” (p4)

This is particularly relevant for our analysis, as it clearly shows the Carrier Branch’s role of the
IT industry in the fifth Kondratieff’s cycle: in fact, this sector, which is highly innovative,
makes intensive use of the key factor, semiconductors, in the production of new ICTs.
Moreover, it provides the benchmark for the production / business processes that best match

these new ICTs, and it is a disseminator of these processes.

4.6.3. Changing Innovation Patterns in the IT Industry

As IBM is evolving from an IT manufacturer towards an IT service firm, the main drivers of its
innovative efforts changed. As expressed in the concepts of the service literature explained

above, the key of understanding a service activity is about understanding the (changing) nature
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of the interaction between users and providers. The new innovative efforts of a company such as
IBM are now more concentrated on studying and ameliorating, therefore innovating, service

activities.

There are many examples of non-technical innovations that had an important impact on the
strategy of the company; here we choose two that illustrate the importance of managerial

changes.

With the changed focus on service activities following the establishment of IGS, a new
customer segmentation was adopted. Before this new framework, IBM’s management used to
divide customers by the products they used: mainframe users versus AS400 users versus those
who used workstations and PCs. In marketing strategies applications software was relegated to a
secondary role. Following the introduction of a new strategy, IBM started to look at customers
more closely, realized that most of them used a combination of its products and decided to

concentrate on the solutions that they needed (Meyer et al. 2005).

Another innovation that clearly illustrates this change of strategy is IBM’s “rent-a-researcher”
program. As reported by Waters (2004) IBM’s new strategy includes the assignment of
researchers to consulting projects. The objective of this new program is twofold: first, to
increase the effectiveness of consulting work by assigning the best “brains” to projects and the
second is to bring back experience on the field and, more specifically, knowledge about

customers, back to the IBM labs for generating new ideas and solutions.

4.7. Concluding Remarks

This account demonstrates how technical changes, coupled with other types of innovations,
have contributed to the development of several IT markets. Moreover, it also highlights the
evolutionary characteristic of IT technologies and markets. For example, the history of the PC
market illustrates how some of the most important characteristics of the product were the result
of a relatively “casual” process: they were the unexpected outcomes of decisions taken on the
grounds of different expectations. In other words, one of the characteristics of the PC that made
it successful is its modular design. This modular design, however, was chosen by IBM to reduce
the time needed to introduce their own version of the PC to the market and to save capital and

energies on a product whose chances of success were considered very marginal.

In this chapter we have also illustrated, with some detail, the organisational choices (i.e. open
standards, modular design, etc...) that IT manufacturers have taken in order to realise
significant products. In the next chapter, we use these as examples in order to illustrate the

service-friendly concepts regarding innovation as found in the modularity literature.
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Modularity is an important characteristic that has changed the business model in the computer
market and related service industries. However, it is not necessarily considered as the most
important characteristic. It is useful to compare our own viewpoint with Lazonick’s (2005) —
which also employs an historical account focussed on the IT sector. Such a comparison will
better explain our choices. To begin with, the features we select in this section are not
representative of what Lazonick refers to as the New Economy Business Model (NEBM). The
main differences stem from the fact that we employ a neo-Schumpeterian hierarchy of sectors
which is based on the type of products produced and service delivered. The neo-Schumpeterian
framework helps define the characteristics of a long wave of economic development by
establishing a blueprint that can be applied from the first wave to the most recent one. Lazonick,
on the other hand, characterises “New Economy” activities as the most successful businesses
established after 1955 which are not part of established corporate old economy activities.
Therefore, according to Lazonick’s viewpoint, the ‘“New Economy” activities display

distinguished features that did not exist before the New Economy.

Additionally, Lazonick focuses on specific aspects of the business model i.e. strategy, finance
and the organisation. We would argue that these aspects, and what can be considered “new”
about these aspects in the NEBM, are not a consequence of the multiplication of activities that
followed the development of semiconductors. Secondly, Lazonick proposes that New Economy
companies had facilitated access to funding through venture capitalists focussed on high-tech
industry. In contrast, media corporations represent Old Economy Business Models (OEBMs)
because, the majority of them were formed by entrepreneurs and latterly became public
companies as they grew (see section 7.1.1). Lazonick (2005) also elaborates on how vertical
integration and product specialisation are an important characteristic of the NEBM; media
companies, on the other hand, although they are characterised by an increase of specialised
activities, given the high level of risk involved in the production of media content, they also
attempt to increase their vertical integration in order to diversify their production and to secure
distribution of their products. Finally, Lazonick contends that another defining feature of the
NEBM is the end of the “organization man”, that is, workers are not employed by the same
employer for their entire career, but change employment on a frequent basis. This characteristic
has been evident in the production of audiovisual media content since the introduction of the

blockbuster movie format in the 1960s (see section 7.2.1).
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Chapter 5- From Complex Systems to Multisided Platforms:

Insights from the “Modularity Literature”

In this section, we are going to introduce concepts of what we call here “the modularity
literature” which are directly inspired by the events, the production processes and the business

models of the semiconductor and computer industries as we described in the previous chapter.

This modularity literature will help us to understand changes (technological, organisational,
managerial, stylistic and regulatory) that have occurred in the other sub-sectors of the PIS,
telecommunications and the media. Moreover, we will reflect on the importance of this

literature for understanding the characteristics of the current wave of economic evolution.

5.1. The Choice of a Modularity Literature

Before describing the characteristics of the literature on modularity, it is useful to situate it in its
context. In fact, the tradition of studies of Complex Evolving Systems (CES), of which the
literature we consider here is a sub-set, is relatively recent but also very rich and rather

heterogeneous.

The body of literature we consider here focuses on the technical characteristics, the
organisational arrangements and the variety of business models of the IT sector; part of it, falls

under the label of Complex Product Systems (CoPS).*

Writings about modularity can be divided into two categories and the first of these categories
can be defined as the “modular design of complex systems”. Writings that can be classified
under this theme are developments of Simon’s seminal work (1969, 1996) on the architecture of
complexity, in which the author makes the fundamental suggestion that “hierarchical and
decomposable systems tend to evolve faster and towards stable self-generating configurations”
(Ethiraj and Levinthal 2004 p159). Ethiraj and Levinthal also find two main themes in this body
of literature: the first analyses the scenarios where modularity should be preferred to an

integrated design approach (and the examples provided are Alexander 1964, Baldwin and Clark

“ However, we think that the CoPS body of literature fails to capture the interesting “post-Fordist” aspects of modularity (as
explained in more detail below) and this is because a very large majority of it focuses on the production of manufactured goods.
Motivated by the intent of using this literature to understand change in different types of activities, we select writings of modularity
that help to understand the IT sector and in particular service activities as they play a key role. Thus, we need to provide a
framework which can accommodate service industries in the analysis. Therefore, we need to make a distinction between the writings
selected here and the CoPS literature in general, although some of these writings are part of it.
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2000, Langlois 2002, Simon 1962, Ulrich and Eppinger 1999), while the second investigates the
advantages of using a modularity approach. In other words, the first theme provides an
explanation of “when” modularity is preferred to an integrated design, while the second theme

looks into the “why”.

The second category, that we label here the “Market Platforms” literature, can complement the
literature on modular design of complex system, as platforms are modular complex systems.
However, if, on the one hand writings on the modular design of complex systems are inspired
by the processes of designing products in the computer industry, on the other hand, the literature
on platforms is inspired by the computer industry and its markets, the interactions between its

stakeholders and other dynamics.

Market Platforms can be used as a framework to understand the sustainability or profitability of
the market of a complex system, the effects of competition on the platform and on the definition
of the interface standards or, more generally, on the relationship between the “leader” of the
platform, the system integrator, and the suppliers. Moreover, within its framework one can
debate about the advantages of modularity in use, describing the power delegated to the end-
user to affect the form of the platform, over modularity in design, or, about the conditions for
the emergence of mass customisation, a term that is used to describe the production of

customised goods at mass production costs.

For simplicity, we adopt the terminology of all of these strands of literature in an
interchangeable way: therefore, for example, the term system should be understood here as a
synonym of platform or complex product; the term subsystem can be exchanged with the terms
module or platform component, and the term platform integrator is assumed to be the system

designer or the architect.

Before getting into the implications of the modularity literature, we are going to introduce its
main concepts and principles in the next section. We do so by imagining a platform integrator
about to design a new product (the S/360 or the IBM PC, for example) and list the choices a

platform integrator might face, to describe different aspects of modularity.

5.2. Building a New System: Concepts and Choices of Modularity

Baldwin and Clark (1997) define modularity as the practice of “building a complex product or
process from smaller subsystems that can be designed independently yet function together as a

whole” (84).

Not all complex products, however, can be designed as a combination of modules: the necessary

condition for modular design is, generally speaking, the capacity of the system to be divided
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into sub-systems. In Simon’s (1982) original formulation this property of decomposability
assumes the existence of no interactions between the sub-systems (in the case of full
decomposability) or the existence of considerably weaker interactions between the sub-systems
than within the sub-systems (in the more common case scenario of “near decomposability”)
(1982 pp212-213, cited in Ethiraj and Levinthal 2004 p161). Following these considerations,
modules can be defined as units of a system whose elements are strongly connected with each
other but weakly connected with elements of other units (Baldwin and Clark 2000, cited in

Ethiraj and Levinthal 2004).

There are three main stakeholders or groups of stakeholders involved in the design,
recomposition, production and delivery of a platform: a platform integrator, which could be
composed of a group of individuals or companies, suppliers and end-users, however for

simplicity we will refer to it here as a singular entity.

The platform integrator plays the leading role in the creation of the interfaces and on the
standards defining the interoperability and compatibility of these interfaces. Suppliers are the
makers and main designers of a platform’s modules, while end-users are the main recipients of
the platforms and, as Steinmueller explains (2005), are ultimately responsible for the platform’s

SUcCCeEsSs.

The first step for a platform integrator (and architect) is to decide whether there is an advantage
in designing and/or making a platform as a composition of modules or as an integrated system.
As explained above, the choice of proceeding with the modularisation of the platform is taken if

there is an expected low level of interdependency between modules.

The modularisation of platforms or more generally the decomposition of complex systems
presents several advantages for producers as well as benefits for the consumers, when this is
compared to the design and making of non-decomposable systems. The most important aspect is
the existence of parallel research, the local or modular research, which is the research carried
out to design and/to improve modules within the hidden design parameters (Baldwin and Clark
1997). This research leads to local or modular innovation, distinguishable from architectural
innovation, which is a change to the relationship between the components (Brusoni and Prencipe

2001).

The existence of parallel local research is also susceptible to improve the quality of a product.
This is because with parallel local research it means that competing approaches exist trying to
solve the same problem leading to an improved quality of the product (Nelson 1982 cited in
Holbrook 2000).
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In theory, the existence of parallel local research is assumed to produce a “global” higher pace

of innovation than in the case of non-decomposable systems.

The second step involves the process of encapsulation or the decomposition into modules and,
at the same time, the establishment of visible design rules. In fact, as Baldwin and Clark (1997)
explain the knowledge involved in the design of a platform or system can be divided into two:
visible design rules and hidden design parameters. While the hidden design parameters refer to
the knowledge put into the modules by their designers (i.e. the module makers), visible design
rules can be divided into three parts: an architecture, interfaces and standards. *' The
architecture specifies which modules are going to be part of the platform as well as their
specific functions; interfaces define how the modules interacts with the platform and with each
other, while standards are used to test the module conformity to the design rules and are used to

assess the module performance relative to other modules.

According to Ethiraj and Levinthal (2004), the process of encapsulation is carried out on a “trial
and error” basis as designers face the challenging task of finding the optimal solution-
combination of problems involving the choice of (1) the number of modules, (2) the mapping of
design elements to the modules, (3) the interactions among the design elements within each

module, and (4) the “appropriate” interfaces or interactions between the modules.

It is only after the integration or testing that the platform integrator might proceed to a

recombination and try a different solution in the effort of looking for a more satisfactory result.

Following the technical decisions on interfaces, standards and the number of modules, the
hypothetical platform creator faces other problems and challenges, this time of an economic
nature. The platform integrator must decide whether to carry out the design and/or the
production of all modules “in-house” or to outsource the design and/or production of some (or
all) of the modules to suppliers. For simplicity, we label the first case scenario “captive

architecture”, and the second scenario “market architecture”.

Along with these decisions, the platform integrator should decide the proprietary form of the
standards and whether these should be open and released to the public, or protected by copyright
and either for its own use or licensable. In the case of open standards, the knowledge embedded
in the interfaces is given to the public to use, replicate and possibly to ameliorate (e.g. the case
of the IBM PC); in the case of licensable standards, the knowledge embedded in the interfaces is

sold to suppliers under the form of a fee that is proportional to the size of the suppliers (per

4! Rather commonly in the literature (and therefore, in this text as well) the word “standards” is a synonym for “visible rules”,
therefore interfaces are included.
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developer, for example) or as a share of the receipts of the modules sol