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Abstract—We report on the development of a model tomutation of its defences to meet new threats.sib &hcludes

understand why the range of experience with respectH|V

infection is so diverse, especially with respecthe latency period.
To investigate this, an agent-based approach i$ tesextract high-
level behaviour which cannot be described analjyideom the set
of interaction rules at the cellular level. A netwmf independent
matrices mimics the chain of lymph nodes. Dealirith wnassively
multi-agent systems requires major computationtdrefHowever,
parallelisation methods are a natural consequendeadvantage of
the multi-agent approach and, using the MPI libraaye here
implemented, tested and optimized. Our current o on the
various implementations of the data transfer acthgs network.
Three communications strategies are proposed atedteshowing
that the most efficient approach is communicati@sda on the
natural lymph-network connectivity.
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|I. INTRODUCTION

HE objective of this study is to understand why éwege

of experience with respect to HIV infection is Suedse.
In particular, the work aims to address questiaiating to
variation in length in individual latency periodhi§ may be
very long (for relatively low success of antipatbehutation)
in one individual, compared to another with muclghlerr
mutation levels.

The indications are that the observed variation ire the
priming and initial level of fithess of the immunesponse of
the individual, together with the various factordluencing
this [1]. If such “priming patterns” can be recoggrl, or even
predicted, then in the long term we may have a why
“typing” an individual and targeting
appropriately. Unfortunately, understanding how ithenune
system is primed by experience of antigenic invasimd
diversity is non-trivial [1].

The challenge is to determine what assumptions bEan
made about the nature of the experience, can beelfadd
tested against clinical data and hence argued iplgughe
aim is to understand how the cell interactions l¢éacthe
observed endpoints.

The immune response is dynamic and includes grewwth
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aspects of cell mobility, which may be capturedniyans of
rules governing movement and affinity of cell-types a
defined spatial framework. In particular, this eleabstudy of
variation in viral load and the way in which hossponse may
lead to degradation of protection.

To investigate these questions, an “agent-basegfoaph
is chosen, as a means of inferring high-level bihavrom a
small set of interaction rules at the cellular levBuch
behaviour cannot be extracted analytically from et of
rules [1], but emerges as a result of stochastnesy which
play an important part in the immune response [2].

The initial model consists of functional units, ledl agents,
with designated properties which mimic the operatad a
single lymph node. This test-case prototype, howeve
includes all known interactions contributing to lgekdiated
immunity and the local evolution of the virions.élantibody-
mediated response has not been considered inittadiyause
the cellmediated arm plays a dominant role in deqglthe
attack.

The agents implemented represent Th (helper, or)@bd
Tc (cytotoxic, or CD8) lymphocytes, Antigen Presegt
Cells, and virions. The computational structure thie
numerical experiments is based on inheritance xaammon
C++ class, designed to deal with features suchesbbility,
and inclusion of attributes and methods to implenspecific
properties of each cell type. The lymph node itsethodelled
as a matrix, in which each element represents tysigal
neighbourhood of a cell type, (in terms of its agen

intervention neighbours). The frequency with which an infectedl will

produce a new virion is used as the simulationgteme

At each time step, agents can move from one matrix
element to another, and interact with the othentgpresent
in their physical neighbourhood (i.e. with cell égpin the
same neighbourhood). The implementation of
neighbourhood will be discussed in section IlI-A.

Lymph nodes involve millions of agents and requitajor
computational effort and parallelisation methodhege are,
however, a natural complement to the multi-agerdragch
[3]. Our current objective is to implement an d#itt data
transfer across our network of nodes, in ordertilifate the
long-term aim to extend the size and complexity tioé
systems modelled to something approaching realism.

the
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Fig. 1 Cell-level interactions

IIl. THEBIOLOGICAL BACKGROUND

A. Theimmune response against a viral attack

Immunity can be defined as a function of all medétas
which permit the body to recognise entities beloaggio its
system (which consequently it tolerates), and tibaedo not
(which it fights). The immune system is complex @&meblves
various types of cells. When a foreign elemeneignised,
it can be dealt with in two different ways (the inmne
response can be non-specific or specific). A natiic
response is based upon the fact that the foregmegit does
not show, at its surface, the antigens charaaterittie cells
belonging to the body. This is the response that tbabe
diminished when e.g. transplants are carried outadntrast,
the specific response is based on the accuratgmiiom of
foreign antigens.

This response can be cell-mediated or antibody-atedi
The latter one, also known as humoral responsmriged out
by B lymphocytes and mainly targeted at bacterttdcés.
The cell-mediated response is targeted more spaltyfi at
viral attacks and takes place in lymph nodes. Bdefails
follow. Full discussion on the immune system caricamd in
specialised journals, texts and web-based matesals e.g.
[4]. The effector cell, in the cell-mediated respenis the Tc
lymphocyte. However, it cannot act on its own, negda
chain reaction to achieve activation The first siegarried
out by Antigen Presenting Cells which recogniseeifgm
biological entities and start presenting thesegens at their
surface. These will then encounter Th lymphocytes Th
cell encounters an APC presenting an antigen, whidtas
been specifically designed to recognise, it actisdtself. The
Th cells main function is then to coordinate themiame
response by activating specific Tc cells.
interactions are shown in Fig. 1.

B. Thelymph network

When facing a viral attack, the most significantt e the
cell-mediated response is located within small psgealled
lymph nodes. These organs are distributed througlioe
body and, in humans, number about a thousand, vadths
small defence units. These are thus loci for Tcplgotytes
activation, multiplication and attack on the virori o provide
an efficient scanning and filtering mechanism foe tbody,
the lymph nodes are linked through a network. Tle# c
mobility along that network is expected to have teorg
influence on the immune response, and modellings,it

therefore, an important objective of our study.

C. TheHIV expansion strategy

HIV virions use the Th cells, described above, astdito
multiply themselves, as detailed in [5] and showirig. 1.

The gp120 glycoprotein of the virion envelope fattaches
itself to the CD4 receptor, characteristic of thesgnune
cells. Then, the virion fuses with the lymphocytng gp41
and the viral RNA is freed into the cell. The viraverse
transcriptase copies the RNA into DNA and integratento
the cellular DNA. To be successful, this integnati@as to take
place in activated cells. (A detailed descriptidrihis process
can be found in [6]. An important aspect is thehhigte of
mutation: on average there is a transcription eewvery
10,000 nucleotides. Since the HIV genome contaimsut
10,000 nucleotides, this implies a single diffeepo average
between two “brother virions”. Most mutations resubr
instance, in the suppression of an enzyme, and
unsuccessful. On the other hand, a successful iowitatay
e.g. modify the envelope glycoprotein, thus allggvthe new
virion to temporarily escape the immune system s,

The macroscopic evolution of the disease is divided
three phases. The first one corresponds to thealypnmune
response against a viral attack. The productidgrophocytes
specific to the viral strains is launched, and imita few
weeks, all the original strains are eradicated. Mheation rate
is critical. It can facilitate the appearance ofwnstrains,
which have not been detected by the organism yet,can
therefore develop freely. As soon as a strain besoo
intrusive, its detection probability increases aitd is
eradicated. During this second phase, there aymptoms.
This is known as the latency period, and can lastauten
years. The immune system is heavily loaded, and
destruction of each strain also implies the desitncof the
infected cell. A time comes when the immune systamnot
cope with the ever increasing number of straingemnain
viable, given the large decrease in the numbeh®fTh cells.
During this last phase, known as AIDS (acquired
immunodeficiency syndrome), the whole immune system
diminished and opportunistic diseases start appgaléading
to the death of the patient.

are

the

[ll. THEMODELLING STRATEGY

Thesel cel

A. The agent-based approach

There is no unique definition of what an agentHiewever,
Wooldridge and Jennings proposed in [7] a definitichich is
widely accepted and specifies characteristics #mtagent
must have. An agent has to be autonomous: it cawidwut
any intervention and has some control over itsoastiand its
internal state. It has a social behaviour: it cateract with
other agents thanks to a specific language. Itaiso react:
the agent has the ability to scan part of its emritent and
change its behaviour to take advantage of it. Tgentis
proactive: it not only reacts to its environment hiso acts
and takes initiatives so as to satisfy goals. Bugdon this



definition an agent-based model is a model in whiah key
abstraction elements are agents.

Obviously, each agent has only a limited knowledfjéhe
world in which it evolves, and communication betwegents
is therefore an important aspect of this approathis
communication is sometimes referred to as linguiatitions,
as opposed to non-linguistic actions which are fications
of the environment. Interaction between agentsoislimited
to communication: they have to share their enviremnThis
implies that agents’ actions have to be coordinai#ccourse
coordination does not mean cooperation: a good etitop

approach: we first specify in detail the individyerts of the
system (the agents), then link them together tonfdayer
components (the lymph node), which, in turn, ankdd until
a complete system is formed (the lymph network).

In focusing on cell-mediated
implement three types of host cells, correspondintye code
to three types of agents: Th and Tc lymphocyted, Amtigen
Presenting Cells (APC). A fourth type of agent &ed to
model the virions. Each type is implemented inte ttode
using a specific C++ class. Despite cell types ingbtally
different roles, the common feature to take intcoamt is

maximizes his advantage by coordinating his actiortheir mobility. This is implemented by an additibrdass,

according to the opponents’ decisions. It also dossimply
reciprocity of action: a car driver can go pasttheo and
coordinate this safely without involvement of thecend
driver. The key factor when choosing a coordinastnategy
is the size of the agent population. If every agemt interact
with every other one, the number of interactionrpaicreases
quadratically with the population size. If interiact can occur
between several agents instead of pairs, the auatidn

inherited by the four types described above. Itoals
implements other basic properties such as the dgtheo
agents and permits the four agent classes to comtaly
specific features; (an advantage of
programming).
An agent coding a virion has only one specificilattie in

our model, namely its viral strain. In order toyeet the code
from allocating too much memory for each agent, viral

overhead increases exponentially and can easilyeeec strain is coded as an integer, which links to theesponding

computing facilities available [8]. Developing aotdination
strategy is therefore both essential and difficlitt. many
cases, managing to avoid conflicts and blocks sslfita
significant achievement.

strain in an array containing all the useful prdisrof the
strain, (e.g. lymphocytes which recognize it, immogenicity,
etc.). The typical behaviour of a virion in the rebd¢an be
given as the following triptych, repeated untiyanphocyte is

The approach is generic, and has been used inugarionfected: the agent moves, scans its environmexking for a

fields, including aerial traffic planning [9], vedie monitoring
[10] and even management of chirurgical intensiaee ainits
[11]. It has also been extensively used in the N&tBciences,

Th cell, and, if possible, infects the immune cell.
A Th agent has three specific attributes in the @hodn
integer coding its surface antigens, another integding its

as it provides a very intuitive way to model system “activation state” and a third integer coding itmféction

biological entities are implemented as agents,iatetactions
between them are dealt with through linguistic amzh-
linguistic actions among the agent population. #mtipular,
the immune system itself is a discrete system inchvithe
individual behaviour of every cell is aggregated d®ate
high-level behaviour of the whole system. A simpkt of
local rules can therefore provide an accurate mofighis
complex system. This is the approach we have chioskke.
With respect to the immune response to HIV, mosviac
(as noted earlier) takes place in the lymph nodks.world is
thus a network of such nodes. The communicatioiénthe
network will be discussed later, (section IlI-Cadh node is

state”.

« If the agent is neither activated nor infectes,abjective
is only to be ready to respond to attack. Theréhexefore, no
particular action, apart from moving.

» The objective of an activated agent is to activet cells.
Its “activation state” is set to the value codihg wiral strains
which activated it, so that it can communicatelmnthreat.

« If the agent is infected, it produces new viridnedonging
to the strain coded in its “infected state”, oratcmew one if
there is a mutation.

A Tc agent has four specific attributes: its sugfaatigens,
its “activation state”, its “expansion state” and fmemory

implemented as a matrix. Each element of the matritate”, all implemented as integers. When activasedagent

corresponds to a physical neighbourhood. All theractions
between the agents therefore happen inside thig édement
and there is no need to consider surrounding metements,
which would be required if using Moore or Von Neuma
neighbourhoods [12].

B. Theimplemented features

There are several platforms supporting generic talgaesed
environments, such as Swarm [13]. However, duéédohigh
number of agents in the system modelled, it is nadfieient

to have an approach fully dedicated to our paiicul

environment, and therefore optimized. The very itata
knowledge of the cell interactions dictates a bt

multiplies itself during an expansion phase, cqroesling to a

non-zero “expansion state”. After primary immunspense, a
small amount of the Tc agents will become memoris:.ce
their “memory state” will keep track of the strahey fought,

the reactivation will be easier, and if reactivatetie

expansion phase will be more productive.

An APC agent only has one specific attribute,
“presenting state”, coded as an integer. As lonthasgent is
not presenting any antigen at its surface, thetagbahaviour
is focused on moving and looking for “foreign” di@s in its
physical neighbourhood, in order to get antigengrigsent.
Then, the “presenting state” codes the strain spording to
the antigens, and the agents start looking for gpjate Th

response, we need to

object-oriented

its



agents in order to activate them, if primed to geise this
particular antigen.

Another aspect of the implementation presentedhes
allocation of the agents. Memory allocations areoagnthe
slowest operations on a computer. Here, we havedehin
which thousands of agents are created and destreyeq
iteration. Dynamic allocations would make the pesgrtoo
slow. The approach chosen is to have, in each xrelFment,
a set of integers, one for each potential agewitéacthere. An
array, for which the size is fixed to the maximuomber of
agents we want to implement, is statically allodatnd each
integer represents an offset used to find the agethie array.
Then, an agent moving from one element to anotheoded
as the alteration of only two integers, one in eglement, and
the creation/destruction of an agent alters onlg docal
attribute.

C. Interactions between the lymph nodes

The immune system is organised so that every lynuae
is a small defense unit, which mounts a unilatérahune
response. Not all nodes need to be engaged ireipomse at
any one time; our model is thus a network of indeleat
matrices; (with the emphasis on the local modé¢hefnode).

permitting each lymph node experience to be conapbiea
different computer (called computing node) on asidu As
tthe lymph nodes are effectively independent frocheather,
this is the best way to take advantage of the |gdugbtion.

Moreover, the local model is already known to rum a
single computer so approximate expectations oropeences
are also known. This type of spatial parallelisatias been
studied, for Monte-Carlo simulations [14], with thmain
disadvantage being the communication overload. Hewst
of the communication taking place on the clusterthe
transfer of agents from one node to another. Uslirgglist
process described above, we keep this to a mininitris
parallel approach is implemented using the Mes&agsing
Interface (MPI) [15], [16]. It was validated on duster
composed of a Dell PowerEdge 1750 acting as theemas
node and sixteen of these machines acting as slaaeger
clusters will also be used for full-scale runs.

B. Alist to transfer the agents

Even when kept to a minimum, communication between

computing nodes is always a bottle-neck on thise tyb
model. As the system size increases, a bad comatigric
strategy could have devastating effects on the adaipn

The only physical exchange between lymph nodesdrapp time; e.g stochastic aspects of our model, sucimastions,

through the recirculation and the mobility of celdich go
from one node to another. Each node in the modektare
needs an entry point and an exit point. If, whewimg inside
the node, an agent reaches the exit point, itrisoved from
the node and put into a transfer list. The listéalt with at the
end of the iteration. In the meantime, other agemise and
interactions take place over time (equivalent ®time taken
for the agent in real-life to commute between twdes).

The way in which agents are transferred betweemdities
mimics the transfer between matrix elements: wesickn
only attributes, rather than the agent itself. Thars entry in
the transfer list contains the type of the agdstattributes,
and its destination. At the end of the iteratidhlists are put
together and the moving agents are transferredhdgoentry
point of their destination node.

IV. PARALLELISATION EFFORTS

A. What kind of parallelisation?

require several simulations for each set of parametnd
cannot afford inefficiency. The aim is to transfieformation
optimally about the agents leaving the nodes.

A first solution is to have one single list, coniapg the
agents’ attributes and their type. This leads listacontaining
blocks of eight integers, one block for each agEnt. most
agents, i.e. all but those coding Tc cells, a péarthe block
will stay empty. A further solution is to have dfeient list
for each type of agent. Since the need to speuifiagent type
is eliminated, and since the number of attribufesach agent
in the list is now fixed, the block size is now savfor the Tc
list, six for the Th list, and only four for therian and APC
lists. However, this solution also implies sendinfprmation
four times as often as for a single list, and tla¢ehcy” of the
physical network may result in a slower communarati

These two solutions were tested on the clusterritest
above, for various numbers of nodes and agentppears
that, as the number of nodes increases, it becamze
efficient to use a single list. This is explainedthe network

When the program is running at full scale, eachenodatency and the way MPI works. Before sending aingththe

contains hundreds of thousands of agents. Matdhiegeal-

sender and the receiver must both know the sizehaft is

body count of a thousand lymph nodes is a long-tertransferred. Thus, when a list has to be senffitstestep is to

objective and may not be achievable, but evenifiyrriodes,

we deal with millions of agents. The time-steph®# program
is about fifty seconds, so about six million itéwat are
needed for a 10-year simulation. Running such grara on a
single computer would take months, and the memesdad
to initialize all the matrices might not even baiable. If we

also consider the fact that we have to run se\sénalilations
to statistically assess the role of each parammieh as the
mutation rate, the need for a parallel approadceisr.

send the size of the list (always an integer). Tfarsour
implementation, an integer i is sent, and, for iG=a list of
integers follows. If the list is in fact empty, sentime is
wasted due to the latency.

With only one list, an empty one is unusual, buthwour,
it becomes a regular feature of the iterations. iRstance, a
non-infected lymph node will always send a zerotfe size
of its virion list. The more nodes we have, the enoften this
happens, and the gain in the amount of transfedagd is

The immune system is mimicked in our model byutweighed by the wasted time. For this reason, haee



opted for a single list.

A further consideration is the frequency of sendiisgs
across the network. More efficient communicatiorplies
sending non-empty lists. Obviously, the longer watwefore
sending a list, the bigger this list gets. In Tableomputation
times are shown for 20,000 iterations, when we santhe
end of every or every other time-step. The progeqpears
slightly faster when we communicate data less ottmwever
the gain is not significant for very low agent coutme few
agents are scattered in the lymph node and ardilkesg to
reach the exit point. The improvement is highestnfiedium
agent count: for a high count, it is likely thatedst one agent
will reach the exit point, and iterations leadiogan empty list
are less common, but do occur. We observe an irepment
when sending only every other iteration; this pattés
confirmed if we wait three, four, or five iteratiwrbefore
sending the lists. There are, however, two linotagi

The first is a memory concern, since an ever bidigelis
resource-consuming. More importantly, there ardolical
considerations involved. A time-step is equivalént fifty
seconds, and the number of iterations must therdferkept
close to the actual time estimated for a cell tmemte from
one node to another. Separating the communicatiasgs by
more than five iterations is thus less realistid ahould be
avoided.

TABLE |

INFLUENCE OF THE FREQUENCY AT WHICH THE LISTS ARE $H -
COMPUTATION TIME FOR20,000ITERATIONS AND 16 NODES

Communication
every iteration

Communication

Configuration every other iteration

Low agent count 377 sec. -1.48%
Medium agent count 982 sec. -34.9%
High agent count 2187 sec. -10.8%

C. Different implementations of the lymph network

The final part of the implementation seeks to of#érthe
sending method. There are many different solutiaresfocus
on three and their potential improvements.

1) Every agent can “physically” go from a given eoib
any other, with a function in the model decidingen each
individual agent will actually go. Since every nockn send
agents to any other one, one solution might beefrh to
share its list with all other nodes at the sametising MPI,
this is made possible by the broadcast function I(Biéast).
On a 16-node simulation, a communication phase statt
with sixteen successive broadcasts. Then, each haslghe
list of all the agents leaving any node, so we nesg look
through this to find those arriving at the currexde. The
main drawback of this approach is that destinatimules
receive more data than they actually need, sineg tbceive
information about all the agents which left theiishnode.

2) To avoid unnecessary data transfer, we cannet
broadcast and must opt for direct communicationweéicer,
direct transfer between every couple of nodes wardnany
occasions, lead to sending information about anteriigt,
thus slowing the program down, (as found for therigst
solution). For this approach to be efficient, weedhe third

node to act as the middle-man, with all the no@esling their
list to this one. Here, the agents are sorted dauogrto their
destination, and, to every node, a list is semtaiaing only
the agents which are relevant. The main drawbacthfe one
is that a node can only receive from (or send t® other
node at a time. It implies that in the meantime, ¢thers are
idle.

a) Dedicating one node on the cluster only to this of
middle-man ensures it is always ready to send acdive,
rather than in the middle of an iteration.

b) Inclusion of an iteration between the sendinghef first
list, (agents leaving a node) and the receptiothefsecond
list, (agents arriving at that same node), preverasputing
nodes” from being idle, and gives time for the “dietman
node” to finish receiving every list and sorting thgents.

c) Creation of subnetworks. As the number of nodes
increases, so does the time one given node hasitd®fore
being able to send/receive. An alternative is teatxr more
“middle-man nodes”. On a 16-node cluster, we ccudde
four groups, each formed with three “computing rejd®
deal with modelling and one used for communicatidhe
first three would run an iteration, send their,lisbompute
another iteration, and receive the new list. Thst lane
receives the lists, shares information with theeothimilar
nodes, and sends the new lists. With this configumaany
node has a maximum of three nodes before it ingtneue,
and the program is expected to be faster as a.resul

3) The last type of communication is a transcriptad the
real lymph network. If it is true that the lymphtwerk is
connected (in the graph theory context), it dogsimply that
it is complete, and in fact it is not: if we takead lymph
nodes, it is likely that there will be no directnoections
between them (incomplete), even though there isaydwa
path from one to the other (connected). These ptiegecan
be used to implement the lymph network. A netwoak be
created explicitly, rather than by a function assalibed
above; communication can be physically limited tust
network. Without creating any biological issues, & also
impose the requirement that nodes have either taee (
incoming and one outgoing) or three connectionso (tw
incoming and one outgoing, or vice versa). This oomply
that for any given node, at any stage of the sitimulathere is
a maximum of two nodes in front in the queue.

a) The network can also be designed to satisfy two-
colouring only, thus decreasing the communicatioadl
during odd iterations, black nodes send data anitevdmes
receive it, and vice versa during even iterations.

These approaches, shown in Fig. 2, were tested;emits
are shown in Table Il. The broadcast approacheiarty to be
avoided due to its inefficiency. It gave usefulules only on
wgery small networks, (four nodes), whereas our igito have
as many nodes as possible. The subnetwork appneash
tested on 16 nodes, but since only 12 of them eadirdy with
modelling the lymph units, the results are meanihghly if
compared to cases running with 12 lymph nodes.uch s
comparisons, the subnetworks do not offer any Baamit



TABLE Il
COMMUNICATION STRATEGIES- COMPUTATIONTIME
COMPAREDTO THAT OF THE SIMPLEDIRECT COMMUNICATION,
FOR20,000ITERATIONSAND 16 NODES

Communication strategy Computation time

1 3.18
2 1.00
2.a 0.97
2.b 0.92
2.c N/A
3 0.90
3.a 0.83
- "".F_,n' -
i ¥ \
T ki
- l'"
L
1 2 2.a
T

2.¢c 3.a

Fig. 2 Communications strategies - On 2.a andg2eg; nodes are
dedicated to communication

improvements. For the other approaches, the resaftfirm
expectations: the most efficient communicationtsgs is the
natural one, i.e. that which mimics the lymph netwm its
structure and uses colouring as a way to optintiee data
transfer. The overall improvement is slightly un@&%, but
as communication is only one aspect of the motld,still an
important gain. For a full ten-year simulation, negenting
millions of iterations, this saves hours of comtiota

V. CONCLUSION

The objective application of this study is to urelend why
the range of experience with respect to HIV infactis so
diverse, addressing in particular questions redatiinvariation
in length in individual latency period. To invesitg these
questions, an “agent-based” approach is chosemn@sans of
inferring high-level behaviour from a small setioferaction

rules at the cellular level including stochastiems.

Due to the size and complexity of the model, palsill
methods are implemented, using MPI. Every lymphenixd
coded as an independent matrix and allocated tiferaht
computer on a 16-processor cluster. Our currenisfas on
optimization of the data transfer across the nédtwof
matrices.

Three strategies were proposed, along with seveags to
improve them. Tests run on the local cluster shotiatl the
most efficient approach is to create a network betwthe
lymph nodes, similar to that found in a body, aadctlour
this network so as to balance the data transferdsst the
nodes. Full-length simulations are now starting the
smallscale cluster, before moving to a more poweasfie of
64 computing nodes.
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